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Abstract. This is the first of two papers examining the critical collapse of spherically symmetric
perfect fluids with the equation of state= (I — 1)p. Here we present the equations of motion
and describe a computer code capable of simulating the extremely relativistic flows encountered in
critical solutions fol™ < 2. The fluid equations are solved using a high-resolution shock-capturing
scheme based on a linearized Riemann solver.

PACS numbers: 0420D, 0425D, 0440N, 0470B, 0260, 0260C

1. Introduction

This paper describes a new computer code for simulating a self-gravitating, relativistic perfect
fluid in spherical symmetry, with the equation of state

P =T —1p. (1)

Here, P andp are the fluid pressure and total energy density, respectively ad constant
satisfying 1< I' < 2. The code has been optimized fdtrarelativistic fluid flows with
Lorentz factors much larger than unity. This optimization involves a novel definition of
the fluid variables, the use of a modern high-resolution shock-capturing scheme and care in
reconstruction of the primitive fluid variables (the pressure and velocity) from the conserved
quantities actually evolved by the code.

Our new code was specifically developed to study the critical gravitational collapse of
perfect fluids, especially in the limif — 2. Ciritical collapse has become an interesting
subfield in general relativity since its initial discovery in the massless Klein—Gordon system [1],
and the perfect-fluid model has played an important role in advancing our understanding of
the critical phenomena which arise at the threshold of black-hole formation. (For an excellent
introduction to critical phenomena, see the review by Gundlach [2].) While the critical solutions
for perfect fluids in spherical symmetry have been the subject of recent study [3-11], the precise
nature of the critical solutions fdr 2 1.89 was not previously known, and thus one of the
chief goals of our investigation was a thorough analysis of this regime. In the remainder of
this paper we describe the equations of motion which are solved, and the numerical techniques
which we use to solve them. A companion paper [12] describes in detail the results we have
generated with the code.
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2. Geometry and fluid model

The Einstein equations couple the spacetime geometry, encoded in the EinsteinGegpsor,
to the stress—energy tens®y,, of the spacetime’s matter/fields

Gab = 8n Taha (2)

(here and throughout, we use units in which the speed of light and Newton’s gravitation
constant are unityc = 1 andG = 1, and Latin indicest, b, c, ... take on the spacetime
values 01, 2, 3). A fluid is a continuum model for a large number of particles that uses the
macroscopic properties of a thermodynamic system, such as the internal energy and pressure,
as fundamental dynamical variables. A perfect fluid has neither shear stresses nor dissipative
forces, and has a stress—energy tensor

Toy = (p+ Puqup + Pgap, (3)
wherep is the energy densityP is the pressurey, is the fluid’s 4-velocity and;,;, is the
spacetime metric. The energy densitgontainsall contributions to the total energy, which
for a perfect fluid include the rest mass—energy dengityand the internal energy density

p = po+ poe, 4
wheree is the specific internal energy. We consider only single-component fluids, and the
number densityy, is simply related tg via

po = mn, (5)
wherem is the rest mass of a single fluid particle. The basic equations of motion for the fluid
can be derived from local conservation of (a) the energy—momentum

vV, T* =0, (6)
and (b) the particle number

V, (nu“) =0, (7

whereV, is the (covariant) derivative operator compatible wjth). To these conservation
laws one must adjoin an equation of stale= P (pq, €), which, further, must be consistent
with the first law of thermodynamics.

2.1. Equation of state

The equation of state (EOS) closes the fluid equations by providing a relationship between
the pressure and (in our case) the rest energy density and internal energy. The nature of this
relationship provides much of the physics for a given system. As mentioned in the introduction,
our primary motivation for exploring ultrarelativistic fluid dynamics is to study perfect-fluid
critical solutions. We expectthese solutions to be scale invariant (self-similar), and we therefore
choose an EOS compatible with this symmetry. The EOS

whereT is a constant, is thenly EOS of the formP = P(p) which is compatible with
self-similarity [13—15], and is notable for the fact that it results in a sound spgeahich is
independent of density:

s = Z—sz/f‘—l. 9)
o
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One can argue that this EOS is particularly appropriate for ultrarelativistic fluids, and hence we
will refer to (8) as thaultrarelativistic equation of statéWe note that the EOS for a ‘radiation
fluid’ corresponds té” = ‘5‘, while" = 1 gives a pressureless fluid (dust). We do not consider
the case of dust collapse here; hence, in what follows, 11 < 2.

The relativistic ideal gas is another important fluid model, with the equation of state

P = (T — 1)pge. (20)

In the ultrarelativistic limit, the kinetic energyye, of the constituent particles of the fluid

(or internal energy of the fluid in a thermodynamic context) is much larger than the mass—
energy,oo, SO we havep ~ ppe. Thus, we interpret the EOS (8) as the ultrarelativistic limit of
the ideal-gas EOS. As discussed in [12], the ultrarelativistic ideal gas becomes, in a limiting
sense, scale invariant. As the critical solutions reside in this ultrarelativistic limit, we expect
the critical solutions for fluids with the ideal-gas EOS to be identical to the critical solutions
computed using (8). For this reason, hereafter we limit our attention to the ultrarelativistic
equation of state.

2.2. Geometric equations of motion

We use the Arnowit—Deser—Misner (ADM) 3+1 formalism (specialized to spherical symmetry)
to integrate the Einstein equations, and choose polar-areal coordinates for simplicity of the
equations of motion, and for singularity avoidance. Specifically, adopting a polar-spherical
coordinate syster, r, 6, ¢), we write the spacetime metric as

ds® = —a(r, )°dt® + a(r, 1) dr? + 2 (d02 +sirf 6 dd)z), (12)

wherein the radial coordinate, directly measures proper surface area. In analogy with the
usual Schwarzschild form of the static spherically symmetric metric, it is also useful to define
the mass aspect function

m(r, 1) = %(1 - a-‘i) (12)

The fluid’s coordinate velocity;, and the associated Lorentz gamma functidnare defined
by

r

v(r, 1) = a_ut, W(r, t) = ou'. (13)
u
Since the fluid 4-velocity is a unit-length, timelike vectof{, = —1), we then have the usual
relation betweerv andv:
1
w2 = : 14
1,2 (14)

We now introduce tweonservativevariables
tr,t)=(p+P)W2—P
S(r, 1) = (p + P)W?v,
so named because they allow the fluid equations of motion to be writtnservative form
(albeit with the addition of a source term), as discussed in detail in section 3.1. In contrast to

the conservative variables, we refer to the pressure and velogigragive variables. With
the above definitions, the non-zero components of the stress—energy tensor are

T =—-1 T', =Sv+P

(15)

16
7', =2s 1% =T% =P, (18)
o
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A sufficient set of Einstein equations for the geometric variablend« are given by
(a) the non-trivial component of the momentum constraint (the notatigndenotes partial
differentiation, i.ed, f = 9f/dx)

da = —Anraa®s, a7

and by (b) the polar slicing condition, which follows from the demand that metric should have
the form (11) for all:

5, (Ina) = a2|:47rr(Sv +P)+ ﬂz] (18)
r
An additional equation fou(r, t),
0ra = a3<4rrrt - ﬁz) (19)
r

follows from the Hamiltonian constraint.

2.3. Fluid equations of motion

Because the equation of statenist a function of the number density, the time evolution of

an ultrarelativistic perfect fluid is completely determined by conservation of the stress—energy
tensor, i.e. fronv, 7% = 0. Given this fact, the derivation of the fluid equations of motion,
which can naturally be written in conservative form, is a straightforward piece of analysis, and
will not be given in detail here. Instead, we will simply quote the results, and for convenience
in discussing the numerical method of solution, we adopt a ‘state vector’ notation. We define
two vectorsg andw, which are the conservative and primitive variables, respectively,

e[3] w[7]

We then define a ‘flux vectorf, and a ‘source vectonp,

A s . [0
fE|:Sv+P:|’ ‘/’E[z]' D)

These variables have been introduced with ahab distinguish them from the new variables
defined in section 2.4, which are subsequently used in the actual numerical solution algorithm.
Further, to expedite the discretization of the equations of motion, we decompose the source
term, X, into two pieces, as follows:
2a P
s=0+20, (22)

ar

where
0= (Sv—r)(SnaarP +aaﬁ2> +aaPﬁ2. (23)
r r
(The momentum and Hamiltonian constraints have been used to simplify these expressions.)

We note that in spherically symmetric Minkowski spacetime we Have 2P /r. With the
above definitions, we can now write the fluid equations of motion in the conservative form

L1 N
94+ 0, (r*Xf) = 1, (24)
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where
=2 (25)
a
is a purely geometric quantity.

The fluid equations of motion (24) contain a mixture of conservative and primitive
variables, and thus it is necessary to transform between both sets of variables at each step
in the integration procedure. The primitive variabkescan be expressed in terms of the
conservative variableg by inverting the definitions (15) of the conservative variables:

1/2

P =—2Bt +[4p%*+ (T — (% - $9)] (26)
S
BTV 27)
Here the non-negative constahts defined by
B=32-T). (28)

The pressure equation (26) follows from the solution of a quadratic with a specific root chosen
toyield a physical (non-negative) pressure. This dem&ng (0) further requires that > |S]|.

A second physical requirementis thdie bounded by the speed of light] < 1, and from (27)

this will clearly be automatically satisfied when> |S|. These physical restrictions on the
primitive variables can sometimes be violated in nhumerical solutions of the fluid equations,
and we discuss some numerical techniques aimed at ameliorating such difficulties in sections
4.3 and 4.4. Finally, we note that the above transformation fiaow is particularly simple,

in that it can be expressedgebraically The corresponding transformation for the ideal-gas
EOS (10) involves a transcendental equation, which, in a numerical implementation, must be
solved iteratively at each grid point.

2.4. New conservative fluid variables

Using the conservative variableg, defined above, and the numerical method described in
sections 3 and 4, we developed a preliminary code to solve the relativistic fluid equations.
We then tested this code in Minkowski spacetime using slab and spherical symmetry. The
tests in slab symmetry were completely satisfactory, modulo the convergence limitations of
the numerical scheme (see section 4.7). However, in spherical symmetry, we found that our
method frequently failed for ‘stiffer’ fluidsI{ = 1.9), most notably in ‘evacuation regions’
wherep — 0 and|v| — 1, a combination difficult for numerical work. These problems in
spherical symmetry led us to seek a new set of conservative variables, and to motivate this
change of variables, first consider the evolutions shown in figure 1. Here we begin with a time-
symmetric, spherical shell of fluid, which has a Gaussian energy density profile. Owing to the
time symmetry, as the evolution unfolds, the shell naturally splits into two sub-shells—one
in-going and one out-going—and as the sub-shells separate, a new evacuation region forms
in the region where the fluid was originally concentrated. Examination of the conservative
variable profiles reveals thi| ~ 7, and this observation suggests that we adopt new variables

d=71-3S, M=1t+S, (29)

which loosely represent the in-goind) and out-going [I) parts of the solution. Thus our
new state vector of conservative variables is

=[] -
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Figure 1. These plots show various fluid quantities at four different instances (equally spaced
in time) in a flat spacetime, slab-symmetric evolution with= 1.9. The initial configuration is

a time-symmetric Gaussian pulse. The top frames show the evolution of the original conservative
variablesz andS. As the evolution proceeds, the pulse separates into left- and right-moving halves,
and a vacuum regiorr (— 0) develops between the two sub-pulses. The bottom frames show the
evolution of the new conservative variabl€and ®, which do not divide into two shells as does

7. The correspondence of the new variables to left- and right-moving ‘waves’ is also evident. Note
that the plots ofr, IT and® have the same vertical scale, while the vertical scales fisr shown
separately. The horizontal scale is the same for all of the plots.

Thegq variables provide aignificantimprovement oveg in spherical symmetry witl > 1.9.
Not surprisingly, this change of variables does not salleof the numerical problems
encountered in the highly relativistic evacuation regions. For example, the new variables
do not eliminate the need for a floor when searchingTar 1.9 critical solutions.

The equations of motion for the new variablgcan be readily found by adding and
subtracting the two components of (24), giving

1
dq+ ﬁa, [F°X £] = v, (31)
where the flux and source terms are now given by
1
lm-—o)y@+v)+P )
f=|/ , P = [ B } (32)
sM—®)(1—v) - P 2

The transformation from conservative to primitive variables can be found by simply changing
variables in (26) and (27),

P = —B(I1+®) + [T + @)%+ (I — HII®]"?, (33)
mn— o
v:—H+<I>+2P' (34)

Given the physical restriction > |S|, the new variableg are strictly positiveIl > 0,® > 0.
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2.5. The perfect fluid as a scalar field

There is a well known relation between an irrotational, skifet 2) perfect fluid and a massless
Klein—Gordon scalar field. In this section we discuss the relationship between scalar fields
and perfect fluids for k I < 2. The perfect-fluid equations of motion

v, T% =0, (35)
can be written in terms gf, P, andu® as
uVop + (p + P)Vou® =0, (36)
(p+ P)uVu + (g”b + u“ub)VaP =0. (37)
If we assume the ultrarelativistic equation of states= (I' — 1) p, then these equations become
V. (pl/ru“) =0, (38)
uvub + E(g“b + u“ub)Va Inp =0, (39)

provided thap > 0. We seek a specific combination@éndu“ that allows the fluid equations
to be written in terms of a single variable, and therefore introduce the ansatz

w® = pHuf, (40)
wherep is a constant that will be determined below. From elementary contractions we can
express bothy andu“ in terms ofw*

p= (—wuw“)l/zu, (41)

ut = (—whwb)il/zw“. (42)

However, it remains to be seen whethercan be chosen such thaf will satisfy the fluid
equations of motion. We substitute expressions (41) and (42) into the momentum equation
(37), and find that this equation is satisfied provided that

r-1

M=— (43)

and
Viawp) = 0. (44)

This latter condition allows one to write” as the gradient of a scalar field

Wq = Va@. (45)
The equation of motion fop is obtained from (36)
Vao[(—Veo Vi) Vig] =0, (46)
where
,o 2= (47)
2(C—1)

The condition (44)V;,w = 0, reduces to the requirement that the fluid be irrotational

Viaup = 0. (48)



740 D W Neilsen ad M W Choptuik

Thus, the fluid equations for an ultrarelativistic, irrotational fluid can be written in terms of a
nonlinear equation for a scalar fielgl, For the stiff fluid C = 2), we find that the equation of
motion forg becomes the massless Klein—-Gordon equation

v,V =0, T =2). (49)

One typically places physically motivated conditions on the fluid variables, sych-a8
andu“u, = —1. Solutions of the Klein—-Gordon equation, however, have timelike, null and
spacelike gradients/,¢). With the usual physical constraints on the fluid, then only a subset
of possible Klein—Gordon solutions can be interpreted as 2 perfect fluids, namely those
with V,oVp < 0.

3. Numerical methods for fluid equations

An important consideration for numerical solutions of compressible fluid flow is how the
numerical method will respond to the presence or formation of shocks, i.e. discontinuities
in the fluid variables. These discontinuities often cause the dramatic failure of naive finite-
difference schemes, and as shocks fg@nericallyfrom smooth initial data, many special
techniques have been developed for numerically solving the fluid equations. One approachisto
introduce arartificial viscositythat adds extra dissipation in the vicinity of a shock, spreading
the would-be discontinuity over a few grid points. This technique has been widely used, and
has the advantages of simplicity of implementation and computational efficiency. However,
Norman and Winkler [16] investigated the use of artificial viscosity in relativistic flows, and
showed that arexplicit numerical scheme treats the artificial viscosity term inconsistently

in relativistic fluid dynamics, leading to large numerical errors in the ultrarelativistic limit,

W > 1. A second approach to solving the fluid equations with shocks comes from methods
developed specifically for conservation laws. These methods, usually variations or extensions
of Godunov’s original idea [17] to use a piecewise solution of the Riemann problem, have
proven to be very reliable and robust. LeVeque [18, 19] has written excellent introductions to
conservative methods, and our presentation here is in the spirit of his work. Furthermore, the
application of these methods to problems in relativistic astrophysics has been recently reviewed
by Ibafez and Maiit[20]. However, for the sake of completeness, we first briefly define and
discuss conservation laws, and outline a general approach for their solution. We then discuss
a linear Riemann solver and a cell reconstruction method that results in a scheme which, for
smooth flows, is second-order accurate in the mesh spacing.

3.1. Conservation methods

Conservation laws greatly simplify the mathematical description of physical systems by
focusing on quantitie®—where Q may be a state vector with multiple components—that
do not change with time

@ﬁquo (50)

In this section we discuss the derivation of numerical schemes for this specific and important

case wherg dQ is conserved on the computational domain. Our discussion will be general,

and not specifically tailored for the fluid partial differential equations (PDESs) derived in

section 2.4, but for simplicity we restrict the discussion to one-dimensional (in space) systems.
While conservation laws are often writtendifferentialform (e.g.V, 7% = 0) itis useful

to first consider anntegral formulation, which is often the more fundamental expression.
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Consider an arbitrary volume or cell,, with a domain k1, x2]. The quantity of@ within C;
is denoted byQ;, and we define a density functignsuch that

Q, :/ 2 dx q. (51)

The change of; with time can be calculated from the fluy,(q), of ¢ through the cell
boundaries. This consideration thus yields our conservation law:

d [
3 / dr q(x, 1) = f(qx1, 1) = F(qxz, ). (52)

The conservation law can be writtenimegral form by integrating (52) from an initial time,
11, to afinal timey,,

f dXQ(x,t2)=f dx Q(x,t1)+/ dr f(q(x1, l‘))—/ dr f(q(x2,1)) (53)

X1 X1 I

and the differential form follows from further manipulatidrmve assume thatis differentiable:

dq+ 0. f(q) =0. (54)

It should be emphasized that the integral formulation should be vieweatieagrimary
mathematical form for a conservation principle, becausaitidependent on an assumption of
differentiability. For example, at a shock frontin a fluid systerig not differentiable, and the
differential form of the conservation law fails, while the integral formulation is still satisfied.
Discretizations of conservation equations via finite differences rely on the differential form,
and artificial viscosity must be added near shock fronts, forging be differentiable. An
alternate strategy is to develop numerical algorithms based directly on the integral formulation
of the conservation laws. The Godunov method and its extensions are examples of this latter
approach, and are the topic of the next section.

3.2. Godunov’s method

Numerical algorithms for conservation laws are developed by discretizing the equations in
their fundamental integral form. These methods derive frazararol volumediscretization,
whereby the domain is divided intmmputationakells, C;, now defined to span the interval

[x — Ax/2, x + Ax/2] = [x;_1)2, xi+1/2], Where Ax is the (local) spatial discretization scale.
Following the derivation of the integral conservation law (53) for the computatiorCeglve
introduce theaveragedjuantities g;':

Xi+1/2

L, 1
%= dx q(x, 1), (55)
X

Xi-1/2

with 7, = nAt, whereAr is the temporal discretization scale. We then obtain the discrete form
of the conservation law (53)

At
- l -
gt=q - A_x(-Fi+l/2 — Fi_1p), (56)

where the ‘numerical flux’ is defined by

1 In+1
Fiyypp = Ar f dr f(q(xi+1/2, 1). (57)
ty
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At first sight, a numerical method based on a discretization of the integral conservation
law does not appear promising: the flux integral (57) does not appear readily solvable, and
it generally is not. However, in his seminal work, Godunov [17] devised a technique to
approximately evaluate the flux integral by replacing the funajion ¢,) with g(x, ¢,), where
q(x,t,) is a piecewise constant function. In this approach, the individual cells (‘control
volumes’) are treated as a sequence of ‘shock tubes’, and a separate Riemann initial value
problem is solved at each cell interface. Provided that the waves from neighbouring cells do
not interact—a proviso which gives a Courant-type condition on the time step—each Riemann
problem can be solved exactly to yield the local soluti@n, ) (for ¢ > t,) for each ‘shock
tube’. Furthermore, since the solution of each of the local Riemann problems is self-similar,
q(xi+1/2, 1) is a constant in time, and the evaluation of the integral (57) becomes trivial. This
then allows one to find explicit expressions for the cell averages at the advanceg’tife,
via (56). In summary, the Godunov method proceeds as follows: (a) from the avgrage
one ‘reconstructs’ a piecewise constant functggn, ¢,) to approximate the solution i@;;

(b) the Riemann problem is solved at the interfaces between cells, giving the s@tian

forr, <t < t,+1; (C) the solutiong(x, ,+1) is averaged over the cdll; to obtain the average

at the advanced timg;"**. We note that methods for solving the Riemann problem exactly
for relativistic fluids have been given by Smoller and Temple [21] for the ultrarelativistic EOS
and by Mart and Miller [22] for the ideal-gas EOS.

Godunov’s method has many nice properties: in particular, it is conservative and allows
for the stable evolution of strong shocks. However, the original schdmeshave some
shortcomings: convergence is only first order, and the exact solution of the Riemann problem
may be computationally expensive, especially for relativistic fluids. The convergence of the
scheme can be improved by providing a more sophisticated reconstréictiaf), giving what
are known asigh-resolution shock-capturingiethods. One such procedure is described in
section 3.3, with details concerning the scheme’s convergence given in section 4.7. In order
to address the issue of computational efficiency, approximate Riemann solvers have been
developed that relate the problem-at-hand to a simpler system for which the Riemann problem
is easier to solve. Several approximate Riemann solvers have been developed for classical
fluid dynamics, and many of these approximate methods have been extended to relativistic
fluid systems. These include relativistic two-shock solvers [23, 24], a relativistic Harten—
Lax—van-Leer—Einfeldt (HLLE) solver [25] and, as discussed in section 3.4, various linearized
solvers.

3.3. Cell reconstruction

Godunov-type numerical methods are based on solutions of the Riemann initial value problem
at the interfaces between cells. As discussed above, during an update step one introduces
functionsg(x, ¢) (defined piecewise on the intervais [12, x;+1/2]) to approximate the solution

in the control volumes’;. These functions are created from the cell averg§eand hence are
calledreconstructions Consider the cell interface at.,,»: the state of the fluid immediately

to the right (left) is(j{+1/2 (‘Z-+1/2)- The simplest reconstruction is to assume giatpiecewise
constant

df+1/2 = di, dir+1/2 = éi+1, (58)

as used in the original Godunov method and, as already discussed, this reconstruction results
in a numerical scheme in which the spatial derivatives (and hence the overall scheme) have
first-order accuracy. The convergence can be improved by using a higher-order reconstruction
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for g, but care must be exercised so that the reconstruction does notinduce spurious oscillations
near discontinuities (see figure 2).

(@)

(b

r

Figure 2. The three frames of this plot show the different ways in which a discretized function can
be reconstructed in a control-volume numerical method. The full curve represents a continuum (or
‘analytic’) function and the full hexagons represent discrete, approximate values of the function
defined at grid points. Frama)(represents the piecewise constant reconstruction. Figraledws

a naive piecewise linear reconstruction of each cell using,. This reconstruction oscillates near
discontinuities in the function—such oscillations can easily lead to instabilities. Fi@ralbdws

a piecewise linear reconstruction performed with the minmod limiter as described in the text. This
reconstruction produces a discrete representation of the dynamical variable which remains well
behaved near discontinuities.

We have chosen to use a piecewlisear reconstruction fogg, which formally results in
a scheme with second-order convergence. (The convergence properties are discussed further
in section 4.7.) The are reconstructed using the total variation diminishing (TVD) minmod
limiter introduced by van Leer [26]. The minmod limiter forcgso be monotonic near
discontinuities, and this reduces the (local) accuracy of the scheme to first order. The first
step of the reconstruction algorithm involves the computation of the slope (derivative of the
dynamical variable) centred at the cell boundaries

gi+1 — g

Si+1/2 = Fieg — 10 . (59)
A ‘limited slope’, o, is then calculated via
o; = minmod(s;_1/2, Si+1/2), (60)
where the minmod function is defined by
a if |al <|b| and ab >0
minmoda, b) = { b if |b| <l]a] and ab >0 (61)
0 if ab <O.

Using the limited slopes, we evaluajet the cell interfaces as follows:

(iil+l/2 =gq; +o;(ri+1y2 —ri) (62)
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and
Q12 = Qi1+ Ois1(risn2 — riv). (63)

After calculating the conservative variables atthe interface, we then calculate the corresponding
primitive variablesz* andw”. Owing to the finite-precision nature of our computations, we
sometimes are unable to calculate physical values for these primitive variables, and here we
revert to a piecewise constant reconstructionffoandq’.

3.4. The Roe linearized solver

Perhaps the most popular approximate Riemann solver is the linearized solver introduced by
Roe [27]. This solver (and subsequent variants) has been used in a variety of applications
involving general relativistic fluids [28—33], and has proven to be robust and efficient. (The
efficiency comparison is relative to solving either the exact Riemann problem for relativistic
fluids, or a nonlinear approximation, such as the two-shock solver.) As the name suggests, the
linearized solver approximates the full nonlinear problem by replacing the nonlinear equations
by linear systems defined at each cell interface. The associated linear Riemann problems
can then be solved exactly and cheaply, and the resulting solutions can be pieced together to
produce an approximation to the solution of the original, nonlinear equations.

The key idea is to first write the nonlinear systengirasilinearform

dq+ A(q) 3,q = 0. (64)

Here,Ais anM x M matrix which is now a function af. Roe [27] gives three specific criteria
for the construction of4:

@ A@, d)(q —4q") = F@) - f@";

(b) A(g*, ¢") is diagonalizable with real eigenvalues;

(c) AG",q") — f'(g) smoothly asi’, ¢ — q.

The latter two criteria can generally be satisfied by lettihige the Jacobian matrix evaluated
using the arithmetic average of the conservative variables at the interface:

0
i AC , (65)
aq q=qi+1/2
where
qi+12 = %(dﬁl/z + (i;+1/2)' (66)

While this construction does not generally satisfy the first criterion, equation (65) is often used
in relativistic fluid dynamics (see, for example, [28,30,33]) on the basis of its relative simplicity,
and we also adopt this approach. On the other hand, other authors [29] have constructed a
linearized Riemann solver for relativistic fluids with true Roe averaging, and we therefore refer
to our scheme as a ‘quasi-Roe’ method.

Having defined a specific linearization, the scheme proceeds by evaluatitgef,»),
whichis now viewed as a matrix with (piecewise) constant coefficients, followed by the solution
of the Riemann problem for the resulting linear system. Carrying through an analysis not given
here (see, e.g., [18]), the Roe flux can be defined as

Fi+1/2 = % |:f(dzl"+1/2) + f(‘ii+1/2) - Z |)\/L|Awuruj| , (67)
i
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where, again,, andr, are the eigenvalues and (right) eigenvectors, respectively(®f1/-).
The quantities\w,, are defined in terms of the jumps in the fluid variables across the interface

6,‘21/2 - ‘if+1/2 = Z Aw,ry,. (68)
m

For completeness, we give explicit expressions for the eigenvectors and eigenvalues of the
ultrarelativistic fluid system (31) in appendix A.

Finally, it is important to remember that approximate Riemann solvers produce
approximate solutions, which, under certain conditions, may diverge from the physical
solutions. For example, concentrating on the Roe solver, Quirk [34] has recently reviewed
several ‘subtle flaws’ in approximate solvers. Fortunately, the approximate solvers often fail
in different ways, and where one solver produces an unphysical solution, another solver may
give the physical solution. Thus, it may be necessary to investigate a particular problem with
multiple approximate Riemann solvers. Therefore, we have also implemented Marquina’s
solver [35], an alternative linear solver that has also found application in relativistic fluid
studies [33, 36], as an option in our code. In addition to using the quasi-Roe and Marquina
solvers to investigate the critical collapse of perfect fluids, we also implemented the HLLE
solver in an independent code. We found that the quasi-Roe solver gave accurate solutions, and
provided the best combination of resolution and efficiency for the critical collapse problem.
Consequently, the results presented in [12] were obtained with this solver.

4. Solving the Einstein/fluid system

This section deals with some details of our numerical solution of the coupled Einstein/fluid
equations, including the incorporation of source terms into our conservation laws, regularity
and boundary conditions, and methods for calculating physical valueswfan the
ultrarelativistic regime. In addition, we describe the initial data and mesh structure we have
used in our studies of critical phenomena in fluid collapse. Finally, we conclude the section
with some remarks on how we have tested and validated our code. The full details of our
numerical scheme are presented in appendix B.

4.1. Time integration

In section 2.4 the fluid equations of motion were written essentially in conservative form,
except that a source terngh, had to be included. While this source term clearly breaks the
strict conservative form of the equations, it can be incorporated self-consistently into our
numerical scheme by using the method of lines to discretize space and time separately. (For
additional information on the method of lines see Thornburg [37] and references therein.)
Specifically, the discretized fluid equations become

dg; 1
dr rizAr

[(VZXF)Hl/Z - (rZXF)ifl/Z] +%(q). (69)

whereg; is the cellular average af, F;11/» are the numerical fluxes defined by (67), and

X = «/a, as previously. These equations can be integrated in time using standard techniques
for ordinary differential equations (ODESs). In particular, Shu and Osher [38] have investigated
different ODE integration methods, and have found that the modified Euler method (or Huen'’s
method) is the optimal second-order scheme consistent with the Courant condition required
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for a stable evolution. We briefly digress to define this scheme for a general set of differential
equations of the form

dqg

— = L(q), 70

& (@) (70)
whereL is a spatial differential operator. Lgt be thediscretizedsolution attime = nAr, and
L be the discretized differential operator. The modified Euler method is a predictor—corrector
method, with predictor

q =q"+AtL(g"), (71)
and corrector
q""t = 3(q" +q") + 3At L(g"). (72)

Again, we note thatAr is subject to a Courant (CFL) condition, which can be deduced
empirically or possibly from a linearized stability analysis.

Particularly in comparison with the treatment of the fluid equations, the numerical solution
of the equations governing the geometric quantiéiesda is straightforward. As discussed
previously, the lapsey, is fixed by the polar slicing condition (18), whitecan be found from
either the Hamiltonian (19) or momentum (17) constraints. We have used discrete, second-
order, versions of both equations fgrand have obtained satisfactory results in both cases (the
polar slicing equation is likewise solved using a second-order scheme). In general, however,
(and particularly on vector machines) solution via the momentum constraint yields a far more
efficient scheme, and we thus generally use the momentum equation to update

4.2. Regularity and boundary conditions

In the polar-areal coordinate system, the lapse ‘collapses’ exponentially near an apparent
horizon, preventing the= constant surfaces from intersecting the physical singularity which
must develop interior to a black hole. As the slices ‘avoid’ the singularity, elementary flatness
holds at the origin for all times in the evolution, giving

a0, 1) =1. (73)

At each instant of time, the polar-slicing condition (18) determines the lapse only up to an
overall multiplicative constant, reflecting the reparametrization invarianee, 7(¢), of the
polar slices. We chose to normalize the lapse function so that-as oo, coordinate time
corresponds to proper time. On a finite computational domain, and provided no matter out-
fluxes from the domain, this condition is approximated via

aa’ =1 (74)

Tmax

The regularity conditions for the fluid are imposed on the variaBlaedz. In spherical
symmetry the fluid flows along radial lines, and given that there are no sources or sinks at the
origin, we have that (0, t) = S(0, ) = 0. Regularity at the origin further requirego have
an even expansion inasr — 0:

T(r, 1) = 10(t) + r’wy(t) + O(r?). (75)

On our radial grid;,i = 1,2, ..., N, we use this expansion to compute grid-function values
defined atr = r; = 0 in terms of values defined at= r, andr = r3. Specifically, once the
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values®, and®3 have been updated via the equations of motion, we compwtedzs, and
then calculate; using the ‘quadratic fit' based on the expansion (75)
2 2

T2r3™ — 132

1= (76)

r32 — 1’22
Oncer is determined at the origin, we sy and®;.

At the outer boundary we apply out-flow boundary conditions, which in our case are
simply first-order extrapolations fai and ®:

Dy =Dy Iy =My_1. (77)

In addition, two ghost cells/(= ry+1, ¥ = ry+2) are added at the outer edge of the grid for
ease in coding the cellular reconstruction algorithm [19]. These ghost cells are also updated
with first-order extrapolation.

4.3. Floor

The fluid model is a continuum approximation, and, at least naively, the fluid equations become
singular ap — 0. Inthese evacuation regions, both the momentum and mass density are very
small, and therefore the velocity—which loosely speaking is the quotient of the two—is prone
to fractionally large numerical errors. These errors often resultin the computation of unphysical
values for the fluid variables, such as supraluminal velocities, negative pressures or negative
energies. (Inaddition, of course, our code must contend with the usual discretization and round-
off errors common to any numerical solution of a set of PDEs.) At least from the point of view
of Eulerian fluid dynamics, it seems fair to say that a completely satisfactory resolution of the
evacuation problem does not exist. In the absence of a mathematically rigorous and physically
acceptable procedure, we adopt #ehocapproach of demanding that > O everywhere

on the computational domain, i.e. we exclude the possibility that vacuum regions can form
on the grid. In terms of our conservative variabigghis requirement becomé$ > 0 and

® > 0. In a wide variety of situations, our numerical solutions of the fluid equations naturally
satisfy these constraints. However, the critical solutions for ‘stiff’ equations of $tate1.9)
develop extremely relativistic velocitie®/( > 10°) in regions where is small [12], and we

are unable to solve the fluid PDEs in these cases without impéisimgor minimum) values

ongq. Specifically, at each step in the integration we require

where the floo8 is chosen to be several orders of magnitude smaller than the density associated
with what we feel are the physically relevant features of the solution—a typical value is
8 = 1071, The floor is often applied in regions whefeand & differ greatly in magnitude,

and discretization errors can easily lead to the calculation of a negative value for either function.
For example, the floor may be applied to the ‘in-going’ function in a region where the fluid is
overwhelmingly ‘out-going’. Inthese cases, the effect of the floor is dynamically unimportant.
However, the floor may be invoked in other cases, where its effect on the dynamics is less
certain.

Given thead hocnature of this regularization procedure, the crucial question is whether
the floor affects the computed solutions in a substantial way. We investigated this question by
comparing near-critical solutions for = 2 (the most extreme case) which were calculated at
the same resolution with three distinct floor valugs= 107, § = 1078, and our usual
8§ = 10710 These tests indicated that the calculationTof= 2 critical solutions and
measurements of the mass-scaling parameter are not sensitiventadginéudeof the floor,
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and additional information is given in appendix C. However, the mere presence of a non-zero
floor may affect thd” = 2 solution. This can be seen by comparing the full PDE solution with
the continuously self-similar ODE solution, as discussed further in the companion paper [12].
Finally, the use of a floor makes estimates of the maximum Lorentz factor attained in the
critical solutions unreliable because the largest velocities occur in regions where the floor is
enforced.

4.4, Calculating the velocity

The simple expression (27) far in terms ofq, when used naively with finite-precision
arithmetic, can result in the computation of unphysical, supraluminal velocities. For example,
when searching for critical solutions we routinely calculate fluid flows witt> 10°. Thus,

when calculating from the quotient (27), small numerical errors can easily conspire to give
|v] > 1, rather than the corrept| 2 0.999 999. On the other hand, the combination

x =W (79)
is insensitive to small numerical errors, and provides a better avenue for calculéiimg the
conservative variables. From the definition (15)adnd the equation of state we have
Tr-1s

r P’
The velocity can then be calculated frgmmusing

b= %(,/1 Y27 1), (81)

To the limit of machine precision, is then in the physical rangel < v < 1. Wheny « 1,
we calculatey from a Taylor expansion of (81), although (27) could also be used. We also use
x when calculatingw from q for the ideal-gas EOS (10).

(80)

4,5. Grid

The black-hole-threshold critical solutions—which are our primary focus—are generically
self-similar, and as such, require an essentially unbounded dynamical range for accurate
simulation. Thus some sort of adaptivity in the construction of the computational domain
is crucial, and, indeed, the earliest studies of critical collapse [1] used Berger—Oliger adaptive
mesh refinement [39] to great advantage. However, in contrast to the early work, we know (at
least schematically) the character of the critical solutions we seek, and thus we can, and have,
use this information to construct a simple, yet effective, adaptive grid method. (Our approach
is similar in spirit to that adopted by Garfinkle [40] in his study of scalar field collapse.)
Specifically, at any time during the integration our spatial grid has three distinct domains: the
two regions near = 0 andrmax have uniform grid spacings (but the spacing neat 0 is
typically muchsmaller than that near the outer edge of the computational domain), and the
intermediate region has grid points distributed uniformly in(logsee figure 3). As a near-
critical solution propagates to smaller spatial scales, additional grid points are added in order
to maintain some given number of grid points between 0 and some identifiable feature of
the critical solution. For example, we typically require that at least 300 or so grid points lie
between the origin and the maximum of the profile of the metric funetion

The primary advantage of this gridding scheme is that it is simple to implement, and yet
allows us to resolve detail over many length scales: the ratio of the grid spacing at the outer
edge to the spacing at the origin is typically*4010'3 at the end of an evolution. The primary
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Figure 3. lllustration of the remeshing algorithm used in investigations of critical collapse. The
grid spacingAr is shown as a function of on a log—log plot. The full line represents the initial

grid, the dotted line shows the grid spacing after the first addition of points near the origin and the
broken line shows the grid spacing after the second regridding. Note that the grid spacings near the
origin, and near the outer edge of the computational domain are uniform (horizontal lines). Ateach
regridding cycle, the grid spacing near the origin is halved, and the new points are matched smoothly
onto the previous grid. A critical evolution may involve more than 20 regriddings, although only

a small number of points (50-150) may be added at a time.

disadvantage of this scheme is that it is specialized for critical collapse, and cannot be used
for more general physical problems.

4.6. Initial data for critical solutions

We expect that the critical solutions in fluid collapse will be universal, in the sensartat
family of initial data which generates families that ‘interpolate’ between complete dispersal and
black-hole formation, should exhibit the same solution at the black-hole threshold. We have
thus focused attention on a specific form of initial data, which generates initially imploding
(or imploding/exploding) shells of fluid. Specifically, the energy density in the shells has a
Gaussian profile,

T = oexp[—(r — ro)?/A%] + K, (82)

where the constant —typically of magnitude 10°t,—represents a constant ‘background’
fluid. It should be note that this background is used only in setting the initial data, and is not
held fixed during the evolution—in particuld, is nota floor as discussed in section 4.3. The
shells are either time-symmetric, or have an initial inward velocity which is proportiomal to
Critical solutions were found by fixing, and A, and then tuning the pulse amplitudg

4.7. Tests

When developing a code such as the one described here, a variety of tests can be used to
verify that the code is producing reliable results. For example, independent residual tests
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Figure 4. lllustration of some of the convergence properties of the solution algorithm discussed
in the text. Here we evolved a time-symmetric shell of fluid=¢ 1.3) using uniform grids with

three different resolutionsAr = h, 2h and 4 in the weak gravitational field limit. Convergence

is investigated by comparing the solutions obtained using the three distinct discretization scales. In
frame €), the full curve is(t2;, — t45) and the dotted curve iS4, — t2;), where the subscript on
indicates the grid spacing for a particular solution. When the convergence is second order, the two
curves should (roughly) coincide, while when the convergence is first order, the amplitude of the
dotted curve should be twice that of the full curve. As expected, we see that the convergence is not
second order at the shock. (Of course the whole notion of convergence at a discontinuity fails, as
the notion of Richardson expansion requires smooth functions.) However, we also can see that the
convergence is only first order at the extremag-efat these points, the slope changes sign, and the
minmod limiter produces a first-order reconstruction. Frad)esfiows a more detailed view of a
portion of the data displayed i) For context, we also showin frame @) andv in frame ).

and comparisons with exact solutions can be used to ensure that the code is solving the
correct differential equations, and that it is producing ‘physical’ solutions. Arguably the

most fundamental, useful and universally applicable testing technique is convergence testing,
which generally demonstrates that the numerical method is consistent and has been correctly
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Figure 5.  Convergence behaviour off”, the residual of the Hamiltonian constraint, for a

I’ = 1.9 sub-critical evolution near the threshold of black-hole formation. Computations were run
at resolutions, 4 (crosses), 2 (triangles) and: (circles); we plot 164", 4 H?* and H*, so that
second-order convergence is signalled by near coincidence of the plotted data sets. The specific
residuals shown are calculated on the adaptive log grid at a time just before the fluid disperses
from the origin. (Thex coordinate is a logarithmic coordinate proportional te,land is defined

in [12].) The top frame shows the scaled residuals in the neighbourhood of the ‘critical part’ of
the solution (i.e. the strong-field, nonlinear, dynamical region), while the lower frame shows the
scaled residuals for an expanded region of the domain. T#é)@onvergence of our code in

the strong-field, critical regime is apparent, as is a region of first-order convergence in the region
exterior to the critical evolution. This latter region appears to be a transition between a segment of
the grid where the floor is inactive (< 2, at the time plotted), and a segment where the floor is
continuously appliedq > 3.5). In the intermediary region, the floor is active every second grid
point. In any case, it must be stressed that the dynamical variables in the transition region have
sizes of order of their respective floors, i.e. in thé{region, the dynamical variables are orders of
magnitude smaller than they are in the strong-fielth3regime, and are also orders of magnitude
smaller than the typical level of global error in the solutions.

implemented, but which also provides antrinsic method for estimating the level of error

in a given numerical solution. This section discusses the convergence properties of our code,
focusing especially on convergence in the critical regime of a collapsing fluid. Some additional
tests are discussed in appendix C.

For our high-resolution shock-capturing scheme, a general rule-of-thumb is that the
convergence should be (apparently) second order where the flow is smooth, and first
order at discontinuities, where the effects of the slope limiter become important. In
addition, we can also expect first-order convergence near extrenga sihce at these
points, the slopes, changes sign, and the minmod limiter gives a piecewise constant
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Figure 6. The convergence behaviourofor thel' = 1.99 critical solution, where = 4wa?r2p

and the independent variabteis proportional to In-. The full curve shows the exact solution,
obtained by numerically integrating ODESs obtained from the continuously self-similar ansatz [12].
The points show” calculated using our Einstein/fluid code at three spatial resolutiqtigangles),

2h (squares), andi4(hexagons). (These resolution ratios are approximate, given the logarithmic
basis of the grid.)

reconstruction forg. A convergence test where these effects are apparent is shown in
figure 4.

Our fluid code has been primarily optimized for studying perfect-fluid critical solutions.
These solutions are continuously self-similar, smooth, very dynamic and exist in the strong-
field limit of general relativity. Thus the most important—and demanding—test is a
convergence test of a near-critical solution at the verge of black-hole formation. We found
the critical solutions for & = 1.9 fluid at three different resolutions, and plotted the residual
of the Hamiltonian constraint in figure 5. (Recall that the momentum constraint is used to
updatez, so the Hamiltonian constraint gives an independent check of the solutions.) While
the convergence of our scheme reverts to first order at the extrefiig df}, which occur at
r = 0 for a collapsing perfect fluid, the region most interesting for studying critical solutions
is near the maximum of?z, where the convergence is second order. Finally, we obtain the
' = 1.99 critical solution using our Einstein/fluid code at three different spatial resolutions,
and compare these solutions to the exact solution. Figure 6 compares these solutions using the
variablew (v = 4w a®r?p), showing that the PDE solutions converge to the exact solution.
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5. Conclusion

In this paper we give a detailed description of an Eulerian evolution code for spherically
symmetric, general-relativistic, perfect-fluid collapse, optimized for the study of black-hole-
threshold (critical) behaviour. The paper includes: (a) the equations of motion solved by
the code; (b) the quasi-Roe numerical method for solving the fluid equations; (c) techniques
used to maintain physical primitive fluid variables throughout the evolution; (d) a description
of the adaptive spatial grid; (e) regularity and boundary conditions for the fluid variables;
and (f) the discretization of all equations. The critical solutions contain a central region of
collapsing fluid and an exploding fluid in the outer region, where the fluid velocities approach
the speed of light, making these solutions both dynamic and extremely relativistic. We find
that the introduction of the new fluid variablgs], ®}, and the very careful transformation
from conservative to primitive variables are crucial for a successful—and thorough—study
of stiff (I' = 1.9) perfect-fluid critical behaviour. We also present several tests of our code,
most importantly demonstrating convergence for the dynamic fluid at the threshold of black-
hole formation. The results of our critical behaviour studies are presented in the companion
paper [12].
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Appendix A. Characteristic structure

In this appendix we calculate the Jacobian magifor the relativistic fluid equations, and
then compute the associated eigenvalues and right eigenvectors. The flat-space components
of A are

A = %(1 +20—v%) +(1- vz)z—g (A1)
Aip =~ S+ 124 (A=) 0 (A2)
Ag1 = %(v -1+ (0 - 1)2—11: (A3)
Az = %(—l+2v+v2) + (% — 1)272, (A4)

and the partial derivatives @f are easily found from (33). The eigenvaluesof A are the
two roots of the quadratic equation

A2 — (A1 + Ap)i + detAd = 0, (A5)
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and the right eigenvectors are
1
’]"i = ( Yi ), (AG)

Ay — A11
A

If the eigenvalues are numerically degenerate owing to the limitations of finite-precision
arithmetic, we set. = 0. WhenI' = 2, the eigenvalues and eigenvectors become simply

Ay = +1, r+:<é>, r=< 2) (' =2). (A8)

Appendix B. Implementation details

where

The origin in spherical symmetry requires additional care because poweys afppear in

the flux and source terms. One particular difficulty results from the partial cancellation of
the source term,@P /(ar), with the pressure term in the flux. Numerically this cancellation

is not exact, and this non-cancellation can induce large errors near the origin. We therefore
modify the difference equations in order to eliminate the offending term. We first decompose
the numerical flux into two partg® and f@:

LM — &)1 +v) P
o_| 2 @ = B1
! [ (M — @)(1—v) f [ —-P ] (B1)

sothatf = f@ + £@. We then rewrite the conservation equations (24) with these new fluxes
as

dq+ r—lza, (rPXfP) + 8, (X f?) = 3, (B2)

where the new source terkis
A ®
s-[ 9] &

The numerical flux functiorF is similarly decomposedr = F + F@ | with
1 ~ ~
‘F}('F;_/z = % |:f(1)(qi+1/2) + f(l) (ql'r+l/2) - Z |)‘M|Awu"°uj| s (B4)
%

F}(ﬂ/z = %[f(z)(~f+1/2) +f@ (dzl"+1/2)]~ (B5)

The finite-differencing of the flux terms is adapted so that the derivatives have the correct
leading-order behaviour near the origin. From the regularity conditions discussed in section 4.2
we have

IimorZXf(l) o« rs, IimOXf(Z) o constant (B6)
r— r—

and we thus write the discretized equations of motion as

dgi  S[(PXFY),,— (PXFY) _(XFD) )~ (X)L _
dr "53+1/2 - "5371/2 Fislj2 — Fi-1/2 B

i+1/2 i—l/Z]
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The geometric equations are differenced using standard second-order finite-difference
techniques. The momentum constraint is

da,-

dr

and is integrated using the modified Euler method described in section 4.1. The discretized
polar slicing condition (18) in discrete form is

= 2nra;al(T1; — @;), (B8)

1 1 "
(Ine)!yy =Una)! + Arja|2nr(IT - P)v+P)+ —(1—- — , (B9)
2r a? i+1/2
where all of the basic variables,(IT, ®, v andP) in the{} braces are evaluatedrat;, using
an arithmetic average.
Finally, the overall flow of an integration step is as follows:

(a) Begin with the data for time= ¢": {I1", ®", P", V", &", a"}.

(b) Reconstruct the conservative variables using (62) and (63) to obtain values at the cell
interfaces fo{g%, ¢"}, and calculate the corresponding primitive values;, w’}, using
(33) and (81). Using the characteristic information in appendix A, calculate the numerical
fluxesF(q*, ¢") using (B4) and (B5).

(c) Begin integrating the equations of motion, (B7), and the momentum constraint, (B8), by
perform the predictor step of the modified Euler method (71), obtaifirig ®*, «*}, then
calculate{ P*, v*} using (33) and (81). Integrate the slicing condition (B9) to determine
ot

(d) Reconstruct cells fofg™, ¢"*}, and {@w", w*}, and calculate the numerical fluxes
F(ql*’ ‘ir*)

(e) Perform the corrector step of the modified Euler method (72), obtaining
(IT"*L, @+ g1}, then calculatg P"*1, v**Y}, and integrate the slicing condition to
determinex”*?.

(f) Check the regridding criteria and regrid if necessary.

Appendix C. Additional tests

This section describes some code tests which fall outside the main development, including:
tests of the shock-capturing algorithm with Riemann shock-tube solutions, an independent
residual test of the evolution equation foland a test of the sensitivity of tHe = 2 critical
solutions to the magnitude of the floor.

The Riemann problem is an exact solution for two initial constant states separated by a
divider atr =0

q if x <xp

q(x,0) = .
q, if x> xo.

(C1)

This solution can be used to test the shock-capturing algorithm, checking that the code
calculates the shock jumps and velocities correctly. Two shock-tube PDE solutions plotted
together with the analytic solutions are shown in figures C1 and C2.

While the shock tube provides a good test of the fluid solver, the calculation is done in
Minkowski space with slab symmetry, and thus can probe neither the implementation of the
geometric factors in the fluid equations, nor the discretized Einstein equations. A few general
relativistic fluid systemganbe solved exactly, and have traditionally been used to test new
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Figure C1. The shock compression of a diffuse relativistic gas is demonstrated in this shock-tube
testof al’ = % fluid. This shock-tube test is equivalent to the fluid hitting a wakt at 0.5. The

full lines show the exact solution, and the points correspond to the PDE solution. The top frame
shows the pressure at= 0.6, and the bottom frame shows the product of the Lorentz factor and
the velocity. The initial left state i®, = 104, v, = 0.9999995, and the initial right state is

P, =104, v, = —0.999 9995. The solution is calculated with 400 cells.

0.8
0.6
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0.2

Figure C2. The curves show the exact solution for this shock-tube test Wlth:a% fluid at

t = 0.4. The triangles and squares show the pressure and velocity of the PDE solution, respectively.
The initial left state isP; = 10%, v, = 0, and the initial right state i8; = 1, v, = 0. The solution

is calculated with 400 cells.

codes, including static, spherical stars (Tolman—Oppenheimer—\olkoff, TOV) and spherical
dust collapse (Oppenheimer—Synder). The TOV solutions for the ultrarelativistic EOS have
the formp o 1/r2 [41]; our code, however, requires regularity at the origin, precluding this
as a possible test.
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Figure C3. A plot of In||T"|2/In||z" |2 as a function of time for three different resolutions,
whereT" is the residual of the equation of motion (24), anfii- | is the£, norm. The initial

data describes a time symmetric fluid shell with a Gaussian profild’aad2. Part of the fluid
collapses, reaching its maximum compression & 1.82, and then the fluid disperses from the
origin. The evolutions were performed on an uniform grid with spacings= # (full curve),

Ar = 2h (dotted), andAr = 4h (broken). Initially, the curves differ by 2 on the vertical scale,
indicating that the residual converges quadratically to zero. When the bulk of the fluid reaches the
origin, the convergence decreases, indicating that the largest errors occur at the origin.
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Figure C4. The residual of the Hamiltonian constraittf,, for aI” = 2 sub-critical solution
calculated with three different floors at the same resolution. The crosses show the residual for
8 = 1078, the triangles fos = 1078 and the circles fos = 10710, The residuals provide an
independent check of the truncation error, and are directly a function of the resolution used to
calculate the solution. As illustrated in this figure, the residuals are not a function of the floor,
indicating that the magnitude of the floor does not strongly affect the solution. However, the mere
presence of a non-zero floor may affect the solution.
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Figure C5. The black-hole mass as a function of critical parameterifoe 2 super-critical
evolutions with three different floors with the same resolution. The crosses show the black-hole
masses calculated whén= 10-8, the triangles whes = 10~ and the circles whes = 10-10,

The black-hole mass is a simple function of the critical parameter [12], and this figure shows that
the floor does not strongly affect measurements of the mass-scaling parameter from super-critical
evolutions. In the lower right-hand corner, we show the mass-scaling coefficients obtained from
a least-squares fit of the data, the subscripy dndicating the floor. (Note that these coefficients
are indicative only of the insensitivity to the floor. More accurate measuremept$oofl” = 2

are made in [12] with higher-resolution solutions.) The inset in the upper left-hand corner shows
the deviation of the data points from the least squares fit. The full curve wherl0~1° the

dotted curve whed = 108, and the broken curve when= 10-. Again this deviation shows

no dependence on the floor magnitude.

The independent residual test can be used to verify that the discretized equations solved by
our Einstein/fluid code correspond to the correct continuum equations. In this test we discretize
the PDEs using the leap-frog scheme, writing the equations such that the ‘right-hand side’ is
zero, and evaluate these leap-frog equations with the solution calculated by our Einstein/fluid
code. The ‘left-hand side’ is theesidual which is generically non-zero. Using a uniform
grid and a sub-critical' = 2 fluid, we performed residual tests using the evolution equations
for r and S (24), and the Hamiltonian constraint (19). Figure C3 shows/gheorm of the
residual of ther equation at three resolutions as a function of time. Although not explicitly
shown here, the residuals for tReequation of motion and the Hamiltonian constraint display
completely analogous behaviour. Taken together, these residual tests clearly indicate that our
discrete critical solutions are converging to continuum solutions of the PDEs.

Finally, to test the sensitivity of the critical solutions to timagnitudeof the floor,s, we
constructed near-critical solutions fbr= 2 usings = 107, § = 1078 and§ = 10-° with
the same spatial resolution. The residuals of the Hamiltonian constraint (19) for these three
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solutions are essentially identical, as shown in figure C4. We also measured the mass-scaling
exponent for thé" = 2 fluid using the three floor values by evolving super-critical initial data,
and again find no dependence on the floor magnitude (see figure C5).
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