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## Abstract

This thesis is an analysis of C. Lanczos' approximation of the classical gamma function $\Gamma(z+1)$ as given in his 1964 paper A Precision Approximation of the Gamma Function [14]. The purposes of this study are:
(i) to explain the details of Lanczos' paper, including proofs of all claims made by the author;
(ii) to address the question of how best to implement the approximation method in practice; and
(iii) to generalize the methods used in the derivation of the approximation.

At present there are a number of algorithms for approximating the gamma function. The oldest and most well-known is Stirling's asymptotic series which is still widely used today. Another more recent method is that of Spouge [27], which is similar in form though different in origin than Lanczos' formula. All three of these approximation methods take the form

$$
\begin{equation*}
\Gamma(z+1)=\sqrt{2 \pi}(z+w)^{z+1 / 2} e^{-z-w}\left[s_{w, n}(z)+\epsilon_{w, n}(z)\right] \tag{1}
\end{equation*}
$$

where $s_{w, n}(z)$ denotes a series of $n+1$ terms and $\epsilon_{w, n}(z)$ a relative error to be estimated. The real variable $w$ is a free parameter which can be adjusted to control the accuracy of the approximation. Lanczos' method stands apart from the other two in that, with $w \geq 0$ fixed, as $n \rightarrow \infty$ the series $s_{w, n}(z)$ converges while $\epsilon_{w, n}(z) \rightarrow 0$ uniformly on $\operatorname{Re}(z)>-w$. Stirling's and Spouge's methods do not share this property.

What is new here is a simple empirical method for bounding the relative error $\left|\epsilon_{w, n}(z)\right|$ in the right half plane based on the behaviour of this function as $|z| \rightarrow \infty$. This method is used to produce pairs $(n, w)$ which give formulas (1) which, in the case of a uniformly bounded error, are more efficient than Stirling's and Spouge's methods at comparable accuracy. In the $n=0$ case, a variation of Stirling's formula is given which has an empirically determined uniform error bound of 0.006 on $\operatorname{Re}(z) \geq 0$. Another result is a proof of the limit formula

$$
\Gamma(z+1)=2 \lim _{r \rightarrow \infty} r^{z}\left[\frac{1}{2}-e^{-1^{2} / r} \frac{z}{z+1}+e^{-2^{2} / r} \frac{z(z-1)}{(z+1)(z+2)}+\cdots\right]
$$

as stated without proof by Lanczos at the end of his paper.
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## Chapter 1

## Introduction

The focus of this study is the little known Lanczos approximation [14] for computing the gamma function $\Gamma(z+1)$ with complex argument $z$. The aim is to address the following questions:
(i) What are the properties of the approximation? This involves a detailed examination of Lanczos' derivation of the method.
(ii) How are the parameters of the method best chosen to approximate $\Gamma(z+1) ?$
(iii) How does Lanczos' method compare against other methods?
(iv) Does Lanczos' method generalize to other functions?

The subject of approximating the factorial function and its generalization, the gamma function, is a very old one. Within a year of Euler's first consideration of the gamma function in 1729, Stirling published the asymptotic formula for the factorial with integer argument which bears his name. The generalization of this idea, Stirling's series, has received much attention over the years, especially since the advent of computers in the twentieth century.

Stirling's series remains today the state of the art and forms the basis of many, if not most algorithms for computing the gamma function, and is the subject of many papers dealing with optimal computational strategies. There are, however, other methods for computing the gamma function with complex argument [7][20][26][14][27]. One such method is that of Lanczos, and another similar in form though different in origin is that of Spouge.
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The methods of Stirling and Lanczos share the common strategy of terminating an infinite series and estimating the error which results. Also in common among these two methods, as well as that of Spouge, is a free parameter which controls the accuracy of the approximation.

The Lanczos' method, though, is unique in that the infinite series term of the formula converges, and the resulting formula defines the gamma function in right-half planes $\operatorname{Re}(z) \geq-r$ where $r \geq 0$ is the aforementioned free parameter. This is in contrast to the divergent nature of the series in Stirling's method.

The main results of this work are
(i) Improved versions of Lanczos' formulas for computing $\Gamma(z+1)$ on $\operatorname{Re}(z) \geq 0$. In the specific case of a uniformly bounded relative error of $10^{-32}$ in the right-half plane, a formula which is both simpler and more efficient than Stirling's series is found. A one term approximation similar to Stirling's formula is also given, but with a uniform error bound of 0.006 in the right-half plane. These results stem from the examination of the relative error as an analytic function of $z$, and in particular, the behaviour of this error as $|z| \rightarrow \infty$.
(ii) A careful examination of Lanczos' paper [14], including a proof of the limit formula stated without proof at the end of the paper.

### 1.1 Lanczos and His Formula

The object of interest in this work is the formula

$$
\begin{equation*}
\Gamma(z+1)=\sqrt{2 \pi}(z+r+1 / 2)^{z+1 / 2} e^{-(z+r+1 / 2)} S_{r}(z) \tag{1.1}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{r}(z)=\left[\frac{1}{2} a_{0}(r)+a_{1}(r) \frac{z}{z+1}+a_{2}(r) \frac{z(z-1)}{(z+1)(z+2)}+\cdots\right] . \tag{1.2}
\end{equation*}
$$

This unusual formula is due to Cornelius Lanczos, who published it in his 11 page 1964 paper A Precision Approximation of the Gamma Function [14]. The method has been popularized somewhat by its mention in Numerical Recipes in $C$ [21], though this reference gives no indication
as to why it should be true, nor how one should go about selecting truncation orders of the series $S_{r}(z)$ or values of the parameter $r^{1}$. Despite this mention, few of the interesting properties of the method have been explored. For example, unlike divergent asymptotic formulas such as Stirling's series, the series $S_{r}(z)$ converges. Yet, in a manner similar to a divergent series, the coefficients $a_{k}(r)$ initially decrease quite rapidly, followed by slower decay as $k$ increases. Furthermore, with increasing $r$, the region of convergence of the series extends further and further to the left of the complex plane, including $z$ on the negative real axis and not an integer.


Figure 1.1: Cornelius Lanczos

The coefficients $a_{k}(r)$ in (1.2) are expressible in closed form as functions of the free parameter $r \geq 0$, and equation (1.1) is valid for $\operatorname{Re}(z+r)>0, z$ not a negative integer. Equation (1.1) actually rep-

[^0]
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resents an infinite family of formulas, one for each value of $r$, and the choice of this parameter is quite crucial in determining the accuracy of the formula when the series $S_{r}(z)$ is truncated at a finite number of terms. It is precisely the peculiar $r$ dependency of the coefficients $a_{k}(r)$, and hence $S_{r}(z)$ itself, which makes Lanczos' method interesting.

To get a sense of the $r$ parameter's influence on $S_{r}(z)$ at this early stage, consider the ratios $\left|a_{k+1}(r) / a_{k}(r)\right|$ for sample values $r=1,4,7$ in Table 1.1. Observe how for $r=1$, the relative size of successive

| $k$ | $\left\|a_{k+1}(1) / a_{k}(1)\right\|$ | $\left\|a_{k+1}(4) / a_{k}(4)\right\|$ | $\left\|a_{k+1}(7) / a_{k}(7)\right\|$ |
| :---: | :---: | :---: | :---: |
| 0 | .31554 | 1.10590 | 1.39920 |
| 1 | .00229 | .15353 | .33574 |
| 2 | .32102 | .02842 | .15091 |
| 3 | .34725 | .00085 | .05917 |
| 4 | .43102 | .00074 | .01752 |
| 5 | .50107 | .05011 | .00258 |
| 6 | .55757 | .36295 | .00002 |
| 7 | .60343 | .24357 | .00335 |
| 8 | .64113 | .25464 | .06382 |
| 9 | .67258 | .27771 | .03425 |
| 10 | .69914 | .30151 | .58252 |

Table 1.1: Relative decrease of $a_{k}(r), r=1,4,7$
coefficients drops very quickly at $k=1$, but then flattens out into a more regular pattern. Compare this with the $r=4$ and $r=7$ columns where the drop occurs later, at $k=4$ and $k=6$ respectively, but the size of which is increasingly precipitous.

A graphical illustration makes this behaviour more apparent; refer to Figures 1.2, 1.3, and 1.4 for bar graphs of $-\log \left|a_{k+1}(r) / a_{k}(r)\right|$, $r=1,4,7$, respectively. Observe the large peak to the left of each corresponding to the steep drop-off in the coefficients. Considering that the scale in these graphs is logarithmic, the behaviour is dramatic. Notice also that after the initial large decrease, the ratios do not follow a smooth pattern as in the $r=1$ case, but rather, jump around irregularly.

The $a_{k}(r)$ are actually Fourier coefficients of a certain function, and are bounded asymptotically by a constant times $k^{-2 r}$. However, the ini-
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Figure 1.2: Relative decrease of $a_{k}(1)$


Figure 1.3: Relative decrease of $a_{k}(4)$
tial decrease of the coefficients appears more exponential in nature, and then switches abruptly to behave according to the asymptotic bound.


Figure 1.4: Relative decrease of $a_{k}(7)$

This peculiar phenomenon is nicely illustrated in Figures 1.5, 1.6 and 1.7 where $-\log \left|a_{k}(r) / e^{r}\right|$ is plotted for $k=0, \ldots, 50$ using $r=20,40$ and 60 , respectively. The abrupt transition in decay (around $k \approx r$ in each case) appears unique to Lanczos' formula, a phenomenon termed the "Lanczos shelf" in this work. When using the Lanczos formula in practice, the shelf behaviour suggests that the series (1.2) should be terminated at about the $k \approx r$ term, or equivalently, a $k$-term approximation should use $r \approx k$, since the decay rate of coefficients after the cutoff point slows considerably.

Apart from the observations noted so far, the methods used both in the derivation of the main formula and for the calculation of the coefficients makes Lanczos' work worthy of further consideration. The techniques used extend to other functions defined in terms of a particular integral transform.

Lanczos was primarily a physicist, although his contributions to mathematics and in particular numerical analysis were vast [15]. There is no question that he had an appreciation for rigour and pure analysis, and was no doubt adept and skilled technically. At the same time, however, he seemed to have a certain philosophical view that the worth of a theoretical result should be measured in part by its practi-
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Figure 1.5: Lanczos shelf, $r=20$


Figure 1.6: Lanczos shelf, $r=40$
cality. It is this practicality which is in evidence more so than rigour in his 1938 paper [11] and his book [12], in which much emphasis is


Figure 1.7: Lanczos shelf, $r=60$
placed on the benefits of interpolation over extrapolation of analytical functions (that is, Fourier series versus Taylor series). In these works one does not find the standard format of theorems followed by proofs common today. Rather, Lanczos explains his methods in very readable (and mostly convincing) prose followed by examples, and leaves many technical details to the reader.

This same style pervades [14], the focus of this study, and is one of the motivations for the more thorough analysis undertaken here. A number of statements are given without proof, or even hint of why they should be in fact be true, and a number of authors have noted this scarcity of detail. Aspects of his work are variously described as "none is quite as neat . . seemingly plucked from thin air" [21], "exceedingly curious" [29], and "complicated" [27], so a more detailed examination seems warranted.

### 1.2 Thesis Overview

The goals of this work are threefold:
(i) To explain in detail Lanczos' paper, including proofs of all state-
ments.
(ii) From a practical point of view, to determine how (1.1) is best used to compute $\Gamma(z+1)$, which reduces to an examination of the error resulting from truncation of the series (1.2), and to compare Lanczos' method with other known methods.
(iii) To note consequences and extensions of Lanczos' method.

The thesis is organized into eleven chapters, which fall into six more or less distinct categories. These are
I. History and Background of $\Gamma(z+1)$ : Chapter 2
II. Lanczos' Paper: Details and Proofs; Lanczos Limit Formula: Chapters 3-7
III. Error Discussion: Chapter 8
IV. Comparison of Calculation Methods: Chapter 9
V. Consequences and Extensions of the Theory: Chapter 10
VI. Conclusion and Future Work: Chapter 11

I have attempted to summarize the content and state main results at the beginning of each chapter, followed by details and proofs in the body.

The remainder of this introductory chapter is dedicated to an overview of the six categories noted, with the aim of providing the reader with a survey of the main ideas, thus serving as a guide for navigating the rest of the thesis.

## History and Background of $\Gamma(z+1)$

The gamma function is a familiar mathematical object for many, being the standard generalization of the factorial $n$ ! for non-negative integer $n$. The history of the function is not so well known, however, and so a brief one is given here, culminating with Euler's representation

$$
\Gamma(x)=\int_{0}^{\infty} t^{x-1} e^{-t} d t
$$
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which is the form with which Lanczos begins his study.
Following the formal definition of $\Gamma(z+1)$, a number of standard identities are given with some explanation but without formal proof. The chapter concludes with a discussion of computational methods, beginning with Stirling's series, which is a generalization of the familiar Stirling's formula

$$
n!\sim \sqrt{2 \pi n} n^{n} e^{-n} \quad \text { as } n \rightarrow \infty
$$

Stirling's asymptotic series forms the basis for most computational algorithms for the gamma function and much has been written on its implementation. An example on the use of Stirling's series is given with a short discussion of error bounds.

The second computational method noted is the relatively recent formula of Spouge [27]. This method is similar in form to Lanczos' formula but differs greatly in its origin. The formula takes the form

$$
\Gamma(z+1)=(z+a)^{z+1 / 2} e^{-(z+a)}(2 \pi)^{1 / 2}\left[c_{0}+\sum_{k=1}^{N} \frac{c_{k}}{z+k}+\epsilon(z)\right]
$$

where $N=\lceil a\rceil-1, c_{0}=1$ and $c_{k}$ is the residue of $\Gamma(z+1)(z+$ $a)^{-(z+1 / 2)} e^{z+a}(2 \pi)^{-1 / 2}$ at $z=-k$. Although not quite as accurate as Lanczos' method using the same number of terms of the series, Spouge's method has simpler error estimates, and the coefficients $c_{k}$ are much easier to compute. This method also extends to the digamma function $\Psi(z+1)=d / d z[\log \Gamma(z+1)]$ and trigamma function $\Psi^{\prime}(z)$.

## Lanczos' Paper: Details and Proofs

Chapter 3 examines in detail Lanczos' paper, beginning with the derivation of the main formula (1.1). The derivation makes use of Fourier series in a novel way by first defining an implicit function whose smoothness can be controlled with a free parameter $r \geq 0$, and then replacing that function with its Fourier series. Specifically, beginning with

$$
\Gamma(z+1)=\int_{0}^{\infty} t^{z} e^{-t} d t
$$

these steps yield

$$
\begin{align*}
\Gamma(z+1 / 2)= & (z+r+1 / 2)^{z+1 / 2} e^{-(z+r+1 / 2)} \sqrt{2} \\
& \times \int_{-\pi / 2}^{\pi / 2} \cos ^{2 z} \theta\left[\frac{\sqrt{2} v(\theta)^{r} \sin \theta}{\log v(\theta)}\right] d \theta \tag{1.3}
\end{align*}
$$

The function $v(\theta)$ in the integrand is defined implicitly by

$$
v(1-\log v)=\cos ^{2} \theta
$$

where $v$ is increasing, and $v=0,1, e$ corresponds to $\theta=-\pi / 2,0, \pi / 2$, respectively.

Denoting by $f_{r}(\theta)$ the term in square brackets in the integrand of (1.3), and $f_{E, r}(\theta)$ its even part, the properties of this last function are such that it can be replaced by a uniformly convergent Fourier series

$$
f_{E, r}(\theta)=\frac{a_{0}(r)}{2}+\sum_{k=1}^{\infty} a_{k}(r) \cos (2 k \theta) .
$$

Integrating this series against $\cos ^{2 z} \theta$ term by term then gives rise to the series $S_{r}(z)$ of (1.2) with the help of a handy trigonometric integral.

The derivation of (1.1) can also be carried out using Chebyshev series instead of Fourier series (really one and the same), which seems closer in spirit to methods seen later for computing the coefficients $a_{k}(r)$. In fact, both the Fourier and Chebyshev methods can be generalized to a simple inner product using Hilbert space techniques, and this is noted as well.

From the theory of Fourier series, the smoothness of $f_{E, r}(\theta)$ governs the rate of asymptotic decrease of the coefficients $a_{k}(r)$, which in turn determines the region of convergence of the expansion. This fundamental relationship motivates a detailed examination of the properties of $v(\theta), f_{r}(\theta)$ and $f_{E, r}(\theta)$ in Chapter 4. Practical formulas for these functions are found in terms of Lambert $W$ functions, and a few representative graphs are plotted for several values of $r$.

Chapter 5 addresses the convergence of the series $S_{r}(z)$. Once the growth order of the $a_{k}(r)$ is established, a bound on the functions

$$
H_{k}(z)= \begin{cases}1 & \text { if } k=0  \tag{1.4}\\ \frac{z \cdots(z-k+1)}{(z+1) \cdots(z+k)} & \text { if } k \geq 1\end{cases}
$$
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appearing in $S_{r}(z)$ is found which leads to the conclusion that $S_{r}(z)$ converges absolutely and uniformly on compact subsets of $\operatorname{Re}(z)>-r$ away from the negative integers, and thus equation (1.1) defines the gamma function in this region.

Finally, Chapter 6 addresses the practical problem of computing the $a_{k}(r)$. The standard method provided by Fourier theory, namely the direct integration

$$
\begin{equation*}
a_{k}(r)=\frac{2}{\pi} \int_{-\pi / 2}^{\pi / 2} f_{E, r}(\theta) \cos (2 k \theta) d \theta \tag{1.5}
\end{equation*}
$$

proves impractical due to the complicated nature of $f_{E, r}(\theta)$. Lanczos overcomes this difficulty with the clever use of Chebyshev polynomials as follows: define

$$
\mathcal{F}_{r}(z)=2^{-1 / 2} \Gamma(z+1 / 2)(z+r+1 / 2)^{-z-1 / 2} \exp (z+r+1 / 2),
$$

which is just the integral in (1.3), and recall the defining property of the $2 k^{\text {th }}$ Chebyshev polynomial:

$$
\begin{aligned}
T_{2 k}(\cos \theta) & =\sum_{j=0}^{k} C_{2 j, 2 k} \cos ^{2 j} \theta \\
& =\cos (2 k \theta)
\end{aligned}
$$

Then (1.5) becomes

$$
\begin{aligned}
a_{k}(r) & =\frac{2}{\pi} \int_{-\pi / 2}^{\pi / 2} f_{E, r}(\theta) \sum_{j=0}^{k} C_{2 j, 2 k} \cos ^{2 j} \theta d \theta \\
& =\frac{2}{\pi} \sum_{j=0}^{k} C_{2 j, 2 k} \mathcal{F}_{r}(j)
\end{aligned}
$$

a simple linear combination of $\mathcal{F}_{r}$ evaluated at integer arguments.
Aside from Lanczos' method for computing the coefficients, several others are noted. In particular, a recursive method similar to Horner's rule is described, as well as a matrix method which reduces floating point operations thus avoiding some round off error. In addition, these matrix methods provide formulas for the partial fraction decomposition of the series $S_{r}(z)$ once terminated at a finite number of terms.
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## The Lanczos Limit Formula

Lanczos concludes his paper with the following formula which he claims is the limiting behaviour of (1.1), and which defines the gamma function in the entire complex plane away from the negative integers:

$$
\begin{equation*}
\Gamma(z+1)=2 \lim _{r \rightarrow \infty} r^{z}\left[\frac{1}{2}+\sum_{k=1}^{\infty}(-1)^{k} e^{-k^{2} / r} H_{k}(z)\right] \tag{1.6}
\end{equation*}
$$

The $H_{k}(z)$ functions here are as defined by (1.4). He gives no proof, nor any explanation of why this should be true. In Chapter 7 the limit (1.6) is proved in detail, a result termed the "Lanczos Limit Formula" in this work.

The proof is motivated by the plots in Figure 1.8 of the function $f_{r}(\theta)$ from equation (1.3). Notice that as $r$ increases, the area un-


Figure 1.8: $f_{r}(\theta),-\pi / 2 \leq \theta \leq \pi / 2$

## Chapter 1. Introduction

der $f_{r}(\theta)$ appears to be increasingly concentrated near $\theta=\pi / 2$ where $f_{r}(\pi / 2)=\sqrt{2} e^{r}$.

The limit formula (1.6) suggests a rescaling of $f_{r}(\theta)$ to $\sqrt{r /(2 \pi)} f_{e r}(\theta) e^{-e r}$, which decays rapidly to zero on $[-\pi / 2, \pi / 2]$ except at $\theta=\pi / 2$ where it has the value $\sqrt{r / \pi}$. This behaviour is reminiscent of that of the Gaussian distribution $\sqrt{r / \pi} \exp \left[-r(\theta-\pi / 2)^{2}\right]$ on $(-\infty, \pi / 2]$, and indeed, plots of these two functions in the vicinity of $\theta=\pi / 2$ show a remarkable fit, even for small values of $r$. With some work, the limiting value of (1.3) is shown to be expressible in the form

$$
\Gamma(z+1 / 2)=\lim _{r \rightarrow \infty} r^{z} \int_{-\infty}^{\infty} \cos ^{2 z} \theta \sqrt{r} e^{-r(\theta-\pi / 2)^{2}} d \theta
$$

which, upon replacement of $\cos ^{2 z} \theta$ by its Fourier series, gives rise to the coefficients via

$$
\frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} \cos (2 k \theta) r^{1 / 2} e^{-r(\theta-\pi / 2)^{2}} d t=(-1)^{k} e^{-k^{2} / r}
$$

A comparison of (1.6) with the main formula (1.1) suggests that for large $r$,

$$
\begin{equation*}
\sqrt{\frac{\pi r}{2}} \frac{a_{k}(e r)}{e^{e r}} \sim(-1)^{k} e^{-k^{2} / r} \tag{1.7}
\end{equation*}
$$

and plots of these coefficients for various $r$ values supports this relationship. From the smoothness analysis of $f_{r}(\theta)$ it follows that $a_{k}(r)=$ $O\left(k^{-\lceil 2 r\rceil}\right)$. Yet, (1.7) suggests a much more rapid decrease of the coefficients for large fixed $r$ and increasing $k$. Indeed, in his paper, Lanczos states

Generally, the higher $r$ becomes, the smaller will be the value of the coefficients at which the convergence begins to slow down. At the same time, however, we have to wait longer, before the asymptotic stage is reached.

Although he does not make precise quantitatively how this conclusion is reached, it seems likely based on the comparison (1.7). Note that this description is precisely the behaviour of the coefficients observed at the beginning of this chapter. Unfortunately, the proof of the Lanczos Limit Formula does not clarify quantitatively Lanczos' observation, but it does shed some light on what perhaps motivated him to make it in the first place.

## Error Discussion

To use Lanczos' formula in practice, the series $S_{r}(z)$ is terminated at a finite number of terms, and an estimate of the resulting (relative) error is therefore required. Chapter 8 begins with a survey of existing error considerations found in the literature, followed by the two principal results of the chapter. The first is a simple empirical method for bounding the relative error. The second is an observation about the behaviour of the relative error as $|z| \rightarrow \infty$. This observation leads to improved error bounds for certain choices of $r$ as a function of the series truncation order $n$.

For the purposes of error estimation, one need only be concerned with $\operatorname{Re}(z) \geq 0$ since the reflection formula

$$
\Gamma(1+z) \Gamma(1-z)=\frac{\pi z}{\sin \pi z}
$$

provides estimates for gamma in the left hand plane if the function in right half plane is known.

For notation, write

$$
S_{r}(z)=S_{r, n}(z)+\epsilon_{r, n}(z)
$$

where $S_{r, n}(z)$ is the sum of the first $n$ terms and

$$
\epsilon_{r, n}(z)=\sum_{k=n+1}^{\infty} a_{k}(r) H_{k}(z) .
$$

Following Lanczos, the function $\epsilon_{r, n}(z)$ is considered the relative error, which differs slightly from the standard definition, but which matters little when it comes to bounding the error. Lanczos gives, for $\operatorname{Re}(z) \geq 0$, uniform bounds on $\left|\epsilon_{r, n}(z)\right|$ for seven combinations of $n$ and $r$ values but does not provide precise details as to how he obtains these figures. Attempts to reproduce his estimates based on his description were not successful, and no examination of his estimates appears elsewhere in the literature. Lanczos' figures do appear correct, however, based on the new estimation method which follows.

In order to bound $\left|\epsilon_{r, n}(z)\right|$, observe that $\epsilon_{r, n}(z)$ is an analytic function on $\operatorname{Re}(z) \geq 0$. It turns out that

$$
\lim _{|z| \rightarrow \infty} \epsilon_{r, n}(z)=1-\frac{a_{0}(r)}{2}-\sum_{k=1}^{n} a_{k}(r)
$$

a constant denoted $\epsilon_{r, n}^{\infty}$, the error at infinity. Under these conditions, as a consequence of the maximum modulus principle, the maximum of $\left|\epsilon_{r, n}(z)\right|$ on $\operatorname{Re}(z) \geq 0$ must occur on the line $\operatorname{Re}(z)=0$, possibly at infinity. Furthermore, thanks to the Schwartz reflection principle, this maximum will occur on the positive imaginary axis. Thus to bound $\left|\epsilon_{r, n}(z)\right|$ on $\operatorname{Re}(z) \geq 0$, it is sufficient to bound $\left|\epsilon_{r, n}(i t)\right|, 0 \leq t<\infty$ : still a daunting task. The problem is overcome by first transforming the domain to a finite interval via the mapping $z(t)=i t /(1-t), 0 \leq t<1$, and then observing that under this mapping the functions $H_{k}(z(t))$ have the simple well behaved form

$$
H_{k}(z(t))=\prod_{j=0}^{k-1} \frac{t(i+j)-j}{t(i-j-1)+j+1}
$$

Thus the maximum of $\left|\epsilon_{r, n}(z)\right|$ on $\operatorname{Re}(z) \geq 0$ can be easily estimated empirically by examining the first few terms of $\left|\epsilon_{r, n}(z(t))\right|$ on $0 \leq t<1$.

This estimation method is used to examine the dependence of $\epsilon_{r, n}(z)$ on both the truncation order $n$ and the parameter $r$. The prevailing thought in the literature is that $n$ should be chosen as a function of $r$; the approach to the problem here is just the opposite: $r$ is selected as a function of $n$, with surprising results. Using the relative error in Stirling's formula as a guide, the question is: for a given value of $n$, can $r$ be chosen so that the relative error at infinity is zero? That is, does $\epsilon_{r, n}^{\infty}=0$ have solutions? This question motivated an extensive numerical examination of the relative error functions $\epsilon_{r, n}(z)$ and $\epsilon_{r, n}^{\infty}$ for $n=0, \ldots, 60$. The results of this investigation are tabulated in Appendix C.

Experimentally, $\epsilon_{r, n}^{\infty}=0$ was found to have a finite number of real solutions. For the values $0 \leq n \leq 60$ examined, $\epsilon_{r, n}^{\infty}$ had at most $2 n+2$ real zeros located between $r=-1 / 2$ and $r=n+4$. Furthermore, for each $n$, the largest zero of $\epsilon_{r, n}^{\infty}$ was found to give the least uniform bound on $\left|\epsilon_{r, n}(z)\right|$. For example, Lanczos gives the following uniform error bounds for various values of $n$ and $r($ for $\operatorname{Re}(z) \geq 0)$ :
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| $n$ | $r$ | $\left\|\epsilon_{r, n}(z)\right\|<$ |
| :--- | :--- | :--- |
| 1 | 1 | 0.001 |
| 1 | 1.5 | 0.00024 |
| 2 | 2 | $5.1 \times 10^{-5}$ |
| 3 | 2 | $1.5 \times 10^{-6}$ |
| 3 | 3 | $1.4 \times 10^{-6}$ |
| 4 | 4 | $5 \times 10^{-8}$ |
| 6 | 5 | $2 \times 10^{-10}$ |

By contrast, selecting $r$ to be the largest zero of $\epsilon_{r, n}^{\infty}$ yields the following dramatically improved uniform error bounds (again, for $\operatorname{Re}(z) \geq 0$ ):

| $n$ | $r$ | $\left\|\epsilon_{r, n}(z)\right\|<$ |
| :---: | :---: | :---: |
| 1 | 1.489194 | $1.0 \times 10^{-4}$ |
| 2 | 2.603209 | $6.3 \times 10^{-7}$ |
| 3 | 3.655180 | $8.5 \times 10^{-8}$ |
| 4 | 4.340882 | $4.3 \times 10^{-9}$ |
| 6 | 6.779506 | $2.7 \times 10^{-12}$ |

## Comparison of Calculation Methods

The purpose of this chapter is to compare the methods of Lanczos, Spouge and Stirling in the context of an extended precision computation. For each method, a detailed calculation of $\Gamma(20+17 i)$ with relative error $\left|\epsilon_{\rho}\right|<10^{-32}$ is carried out. Additionally, formulas for $\Gamma(1+z)$ with uniform error bound of $10^{-32}$ are given for each.

The conclusion is that each method has its merits and shortcomings, and the question of which is best has no clear answer. For a uniformly bounded relative error, Lanczos' method seems most efficient, while Stirling's series yields very accurate results for $z$ of large modulus due to its error term which decreases rapidly with increasing $|z|$. Spouge's method, on the other hand, is the easiest to implement thanks to its simple formulas for both the series coefficients and the error bound.

## Consequences and Extensions of the Theory

Chapter 10 discusses a variety of results which follow from various aspects of Lanczos' paper and the theory of earlier chapters.
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The main result is a generalization of the integral transform in (1.3) which is termed a "Lanczos transform" in this work. Briefly, if $F(z)$ is defined for $\operatorname{Re}(z) \geq 0$ as

$$
F(z)=\int_{-\pi / 2}^{\pi / 2} \cos ^{2 z} \theta g(\theta) d \theta
$$

where $g(\theta) \in L^{2}[-\pi / 2, \pi / 2]$ is even, then

$$
F(z)=\sqrt{\pi} \frac{\Gamma(z+1 / 2)}{\Gamma(z+1)}\left[\frac{1}{2} a_{0}+a_{1} \frac{z}{z+1}+a_{2} \frac{z(z-1)}{(z+1)(z+2)}+\cdots\right] .
$$

The $a_{k}$ in the series are the Fourier coefficients of $g(\theta)$, and these are given by

$$
a_{k}=\frac{2}{\pi} \sum_{j=0}^{k} C_{2 j, 2 k} F(j)
$$

exactly as in the gamma function case. Again, just as in the gamma function case, the smoothness of $g$ has a direct influence on the domain and speed of convergence of the series. The relative error resulting from truncating the series at a finite number of terms is constant at infinity, and so the empirical error bounding methods used in the gamma function case also apply to the more general Lanczos transform.

Aside from the Lanczos transform, two non-trivial combinatorial identities which follow directly from the Lanczos Limit Formula are noted. The third result is a variation on Stirling's formula. A result of the work in previous chapters was the one term approximation

$$
\Gamma(z+1)=(z+r+1 / 2)^{(z+1 / 2)} e^{-(z+r+1 / 2)} \sqrt{2 \pi}\left(1+\epsilon_{r, 0}(z)\right)
$$

where $r \doteq 0.319264$, the largest zero of $\epsilon_{r, 0}^{\infty}$, and $\left|\epsilon_{r, 0}(z)\right|<0.006$ everywhere in the right-half plane $\operatorname{Re}(z) \geq 0$. The natural question is: can $r$ be chosen as a function of $z$ so that $\epsilon_{r(z), 0}(z)=0$, thus yielding

$$
\Gamma(z+1)=(z+r(z)+1 / 2)^{(z+1 / 2)} e^{-(z+r(z)+1 / 2)} \sqrt{2 \pi} ?
$$

The answer is shown to be yes, with the help of Lambert $W$ functions, and numerical checks indicate that the functions $r(z)$ vary little over the entire real line.

## Future Work and Outstanding Questions

The concluding chapter notes a number of outstanding questions and areas requiring further investigation. This topic is broken down into three categories: unresolved problems from Lanczos' paper itself, questions arising out of the theory developed in this study, particularly with respect to error bounds, and finally, a conjectured deterministic algorithm for calculating the gamma function based on the numerical evidence of Appendix C.

The last of these is of greatest practical interest. Letting $r(n)$ denote the largest zero of $\epsilon_{r, n}^{\infty}$ and $M_{r(n), n}$ the maximum of $\left|\epsilon_{r, n}(i t)\right|$ for $0 \leq$ $t<\infty$, a plot of $\left(n,-\log M_{r(n), n}\right)$ reveals a near perfect linear trend $n=-a \log M_{r(n), n}+b$. The algorithm is then clear: given $\epsilon>0$, select $n=\lceil-a \log \epsilon+b\rceil$, and set $r=r(n)$. Then (1.1) truncated after the $n^{\text {th }}$ term computes $\Gamma(1+z)$ with a uniformly bounded relative error of at most $\epsilon$. Although a proof is not available at present, the data is compelling and further investigation is warranted.

## Chapter 2

## A Primer on the Gamma Function

This chapter gives a brief overview of the history of the gamma function, followed by the definition which serves as the starting point of Lanczos' work. A summary of well known results and identities involving the gamma function is then given, concluding with a survey of two computational methods with examples: Stirling's series and Spouge's method.

The introductory material dealing with the definition and resulting identities is standard and may be safely skipped by readers already familiar with the gamma function. The computational aspects of the function, on the other hand, may be less familiar and readers may therefore wish to include the material starting with Section 2.5.

### 2.1 First Encounters with Gamma

Most any student who has taken a mathematics course at the senior secondary level has encountered the gamma function in one form or another. For some, the initial exposure is accidental: $n$ ! is that button on their scientific calculator which causes overflow errors for all but the first few dozen integers. The first formal treatment, however, is typically in the study of permutations where for integer $n \geq 0$ the factorial function first makes an appearance in the form

$$
n!= \begin{cases}1 & \text { if } n=0 \\ n(n-1)! & \text { else }\end{cases}
$$
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Once some familiarity with this new object is acquired (and students are convinced that 0 ! should indeed equal 1 ), it is generally applied to counting arguments in combinatorics and probability. This is the end of the line for some students. Others continue on to study calculus, where $n$ ! is again encountered in the freshman year, typically in the result

$$
\frac{d^{n}}{d x^{n}} x^{n}=n!
$$

for $n$ a non-negative integer. Closely related to this result is the appearance of $n!$ in Taylor's formula. Some are asked to prove

$$
\begin{equation*}
n!=\int_{0}^{\infty} t^{n} e^{-t} d t \tag{2.1}
\end{equation*}
$$

as homework, while a fortunate few learn how (2.1) "makes sense" for non-integer $n$. Some even go so far as to prove

$$
n!\sim \sqrt{2 \pi n} n^{n} e^{-n} \quad \text { as } n \rightarrow \infty
$$

At this point the audience begins to fracture: some leave mathematics and the gamma function forever, having satisfied their credit requirement. Others push on into engineering and the physical sciences, and a few venture into the more abstract territory of pure mathematics. The last two of these groups have not seen the end of the gamma function. For the physical scientists, the next encounter is in the study of differential equations and Laplace transform theory, and for those who delve into asymptotics, computation of the gamma function is a classic application of the saddle point method. In statistics the gamma function forms the basis of a family of density functions which includes the exponential and chi-square distributions.

For the mathematicians the show is just beginning. In complex analysis they learn that not only can the gamma function be extended to non-integer arguments, but even to an analytic function away from the negative integers. Computationally, they learn about Stirling's formula and the associated Stirling series. In number theory, the gamma function is the springboard for developing the analytic continuation of Riemann's zeta function $\zeta(s)$, which leads into the prime number theorem and a tantalizing glimpse of the Riemann Hypothesis.

The gamma function has many guises, but exactly how is it defined, and more importantly for our purposes, how does one compute it? So
far, a precise definition of the function, and notation for it (save the $n$ ! used) has been avoided. The gamma function is a generalization of $n$ !, but the question remains: what definition generalizes the factorial function in the most natural way?

### 2.2 A Brief History of Gamma

Most works dealing with the gamma function begin with a statement of the definition, usually in terms of an integral or a limit. These definitions generalize the factorial $n$ !, but there are many other functions which interpolate $n$ ! between the non-negative integers; why are the standard definitions the "right" ones?

The life of gamma is retraced in the very entertaining paper of Davis [6], according to which the year 1729 saw "the birth" of the gamma function as Euler studied the pattern 1, 1•2, 1•2 $3, \ldots$. The problem was simple enough: it was well known that interpolating formulas of the form

$$
1+2+\cdots+n=\frac{n(n+1)}{2}
$$

existed for sums; was there a similar formula $f(n)=1 \cdot 2 \cdots n$ for products? The answer, Euler showed, was no; the products $1 \cdot 2 \cdots n$ would require their own symbol. The notation $n$ ! was eventually adopted (though not universally) to denote the product, however this notation did not arrive on the scene until 1808 when C. Kramp used it in a paper. Today the symbol $n$ ! is normally read " $n$-factorial", although some early English texts suggested the somewhat amusing reading of " $n$-admiration". Refer to [4] for a detailed history of the notation.

Euler went on further and found representations of the factorial which extended its domain to non-integer arguments. One was a product

$$
\begin{equation*}
x!=\lim _{m \rightarrow \infty} \frac{m!(m+1)^{x}}{(x+1) \cdots(x+m)} \tag{2.2}
\end{equation*}
$$

and the second an integral representation:

$$
\begin{equation*}
x!=\int_{0}^{1}(-\log t)^{x} d t \tag{2.3}
\end{equation*}
$$
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The product (2.2) converges for any $x$ not a negative integer. The integral (2.3) converges for real $x>-1$. The substitution $u=-\log t$ puts (2.3) into the more familiar form

$$
x!=\int_{0}^{\infty} u^{x} e^{-u} d u
$$

In 1808 Legendre introduced the notation which would give the gamma function its name ${ }^{1}$. He defined

$$
\begin{equation*}
\Gamma(x)=\int_{0}^{\infty} t^{x-1} e^{-t} d t \tag{2.4}
\end{equation*}
$$

so that $\Gamma(n+1)=n$ !. It is unclear why Legendre chose to shift the argument in his notation. Lanczos remarks in the opening paragraph of his paper [14]:

The normalization of the gamma function $\Gamma(n+1)$ instead of $\Gamma(n)$ is due to Legendre and void of any rationality. This unfortunate circumstance compels us to utilize the notation $z$ ! instead of $\Gamma(z+1)$, although this notation is obviously highly unsatisfactory from the operational point of view.

Lanczos' was not the only voice of objection. Edwards, in his wellknown treatise on the Riemann zeta function [8], reverts to Gauss' notation $\Pi(s)=s$ !, stating:

Unfortunately, Legendre subsequently introduced the notation $\Gamma(s)$ for $\Pi(s-1)$. Legendre's reasons for considering $(n-1)$ ! instead of $n$ ! are obscure (perhaps he felt it was more natural to have the first pole occur at $s=0$ rather than at $s=-1$ ) but, whatever the reason, this notation prevailed in France and, by the end of the nineteenth century, in the rest of the world as well. Gauss's original notation appears to me to be much more natural and Riemann's use of it gives me a welcome opportunity to reintroduce it.

It is true, however, that (2.4) represents $\Gamma(x)$ as the Mellin transform of $\exp (-t)$, so that Legendre's normalization is the right one in some

[^1]
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sense, though Mellin was not born until some twenty one years after Legendre's death. An interesting recent investigation into the history of the $\Gamma$ notation appears in the paper by Gronau [10].

The question remains, are Euler's representations (2.2) and (2.3) the "natural" generalizations of the factorial? These expressions are equivalent for $x>-1$ (see [16]), so consider the integral form (2.3), or equivalently, (2.4). Some compelling evidence in support of (2.4) comes in the form of the complete characterization of $\Gamma(x)$ by the BohrMollerup theorem (see [23]):
Theorem 2.1. Suppose $f:(0, \infty) \rightarrow(0, \infty)$ is such that $f(1)=1$, $f(x+1)=x f(x)$, and $f$ is log-convex. Then $f=\Gamma$.

So as a function of a real variable, $\Gamma(x)$ has nice behaviour. But if gamma is extended beyond the real line, its properties are even more satisfying: as a function of a complex variable $z, \Gamma(z)=\int_{0}^{\infty} t^{z-1} e^{-t} d t$ defines an analytic function on $\operatorname{Re}(z)>0$. Along with the fundamental recursion $\Gamma(z+1)=z \Gamma(z), \Gamma$ can then be extended to an analytic function on $z \in \mathbb{C} \backslash\{0,-1,-2,-3, \ldots\}$. Indeed, Euler's formula (2.2) converges and defines $\Gamma$ on this same domain.

The definition created to describe a mathematical object is an artificial absolute which, it is hoped, precisely captures and describes every aspect which characterizes the object. However, it is impossible to state with certainty that a particular definition is in some way the correct one. In the present case, a definition of the correct generalization of $n!$ is sought. The Bohr-Mollerup theorem and the analytic properties of Euler's $\Gamma$ strongly suggest that (2.4) is indeed the right definition. The appearance of Euler's $\Gamma$ in so many areas of mathematics, and its natural relationship to so many other functions further support this claim. This viewpoint is perhaps best summarized by Temme in [28]:

This does not make clear why Euler's choice of generalization is the best one. But, afterwards, this became abundantly clear. Time and again, the Euler gamma function shows up in a very natural way in all kinds of problems. Moreover, the function has a number of interesting properties.

So is $\Gamma(z)=\int_{0}^{\infty} t^{z-1} e^{-t} d t$ the natural extension of $n!$ ? It seems so, and we will take it as such and study its properties, and in particular, how to compute it.
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### 2.3 Definition of $\Gamma$

As noted, there are several equivalent ways to define the gamma function. Among these, the one which served as the starting point for Lanczos' paper [14] will be used:

Definition 2.1. For $z \in \mathbb{C}$ with $\operatorname{Re}(z)>-1$, the gamma function is defined by the integral

$$
\begin{equation*}
\Gamma(z+1)=\int_{0}^{\infty} t^{z} e^{-t} d t \tag{2.5}
\end{equation*}
$$

From this definition, we immediately state
Theorem 2.2. For $\Gamma(z+1)$ defined by (2.5):
(i) $\Gamma(z+1)$ is analytic on $\operatorname{Re}(z)>-1$;
(ii) $\Gamma(z+1)=z \Gamma(z)$ on $\operatorname{Re}(z)>0$;
(iii) $\Gamma(z+1)$ extends to an analytic function on $\mathbb{C}$ with simple poles at the negative integers.

## Proof of Theorem 2.2:

(i) Let $\Omega$ denote the domain $\operatorname{Re}(z)>-1$. The integrand of $\int_{0}^{\infty} t^{z} e^{-t} d t$ is continuous as a function of $t$ and $z$, and for fixed $t>0$ is analytic on $\Omega$. Further the integral converges uniformly on compact subsets of $\Omega$. Hence $\Gamma(z+1)$ is analytic on $\Omega$.
(ii) For $\operatorname{Re}(z)>0$, integrating by parts gives

$$
\begin{aligned}
\Gamma(z+1) & =\int_{0}^{\infty} t^{z} d\left(-e^{-t}\right) \\
& =\left[-t^{z} e^{-t}\right]_{0}^{\infty}+z \int_{0}^{\infty} t^{z-1} e^{-t} d t \\
& =z \Gamma(z)
\end{aligned}
$$

(iii) For $\operatorname{Re}(z)>0$ and any integer $n \geq 0$, the fundamental recursion $\Gamma(z+1)=z \Gamma(z)$ implies

$$
\begin{equation*}
\Gamma(z)=\frac{\Gamma(z+n+1)}{\prod_{k=0}^{n}(z+k)} \tag{2.6}
\end{equation*}
$$

The right hand side of (2.6) is analytic on $\operatorname{Re}(z)>-n-1, z$ not a negative integer, and is equal to $\Gamma(z)$ on $\operatorname{Re}(z)>0$. Hence (2.6) is the unique analytic continuation of $\Gamma(z)$ to the right half plane $\operatorname{Re}(z)>-n-1, z$ not a negative integer. Since $n$ was an arbitrary non-negative integer, $\Gamma(z)$ can be extended to an analytic function on $\mathbb{C} \backslash\{0,-1,-2,-3, \ldots\}$.
For $z=-n$ a negative integer, (2.6) shows that $\Gamma$ has a simple pole with residue

$$
\begin{aligned}
\lim _{z \rightarrow-n}(z+n) \Gamma(z) & =\lim _{z \rightarrow-n}(z+n) \frac{\Gamma(z+n+1)}{\prod_{k=0}^{n}(z+k)} \\
& =\frac{\Gamma(1)}{\prod_{k=0}^{n-1}(-n+k)} \\
& =\frac{1}{\prod_{k=0}^{n-1}(-n+k)} \\
& =\frac{(-1)^{n}}{n!}
\end{aligned}
$$

An interesting generalization of (2.5) due to Cauchy leads to another analytic continuation of the gamma function. Let $\sigma=\operatorname{Re}(-z-1)$. Then

$$
\begin{equation*}
\Gamma(z+1)=\int_{0}^{\infty} t^{z}\left(e^{-t}-\sum_{0 \leq k<\sigma} \frac{(-t)^{k}}{k!}\right) d t . \tag{2.7}
\end{equation*}
$$

An empty sum in the integrand of (2.7) is to be considered zero. This integral converges and is analytic for $z \in \mathbb{C}$ such that $\operatorname{Re}(z) \neq$ $-1,-2,-3, \ldots$ and reduces to (2.5) if $\operatorname{Re}(z)>-1$. See [30, pp.243244]

Figure 2.1 shows a graph of $\Gamma(z+1)$ for $z$ real. Note the the poles at $z=-1,-2, \ldots$ and the contrast between the distinctly different behaviours of the function on either side of the origin.

Figure 2.2 shows a surface plot of $|\Gamma(x+i y)|$ which illustrates the behaviour of the function away from the real axis.
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Figure 2.1: $\Gamma(z+1),-4<z<4$

### 2.4 Standard Results and Identities

From the proof of Theorem 2.2 it is clear that the fundamental recursion $\Gamma(z+1)=z \Gamma(z)$ holds for all $z \in \mathbb{C} \backslash\{0,-1,-2,-3, \ldots\}$. There are many more properties of the gamma function which follow from the definition and Theorem 2.2. The main ones are stated here without proof; the interested reader is referred to [16, pp. 391-412] for details.

The first result is Euler's formula

$$
\begin{equation*}
\Gamma(z)=\lim _{n \rightarrow \infty} \frac{n!n^{z}}{z(z+1) \cdots(z+n)} \tag{2.8}
\end{equation*}
$$

which converges for all $z \in \mathbb{C} \backslash\{0,-1,-2,-3, \ldots\}$. This identity follows from integrating by parts in $\int_{0}^{n}\left(1-\frac{t}{n}\right)^{n} t^{z-1} d t$ to get

$$
\int_{0}^{n}\left(1-\frac{t}{n}\right)^{n} t^{z-1} d t=\frac{n!n^{z}}{z(z+1) \cdots(z+n)}
$$
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Figure 2.2: $|\Gamma(x+i y)|,-3<x<4,-3<y<3$
and then letting $n \rightarrow \infty$.
Rewriting (2.8) in reciprocal form as

$$
\lim _{n \rightarrow \infty} \frac{z(z+1) \cdots(z+n)}{n!n^{z}}=\lim _{n \rightarrow \infty} z e^{z\left(-\log n+\sum_{k=1}^{n} 1 / k\right)} \prod_{k=1}^{n}\left(1+\frac{z}{k}\right) e^{-z / k}
$$

yields the Weierstrass product

$$
\begin{equation*}
\frac{1}{\Gamma(z)}=z e^{\gamma z} \prod_{k=1}^{\infty}\left(1+\frac{z}{k}\right) e^{-z / k} \tag{2.9}
\end{equation*}
$$

The $\gamma$ appearing in (2.9) is the Euler (or sometimes Euler- Mascheroni) constant $\gamma=\lim _{n \rightarrow \infty} \sum_{k=1}^{n}(1 / k)-\log n \approx 0.5772 \cdots$.

Writing both $\Gamma(z)$ and $\Gamma(-z)$ using (2.9) and recalling the infinite
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product representation of the sine function

$$
\sin z=z \prod_{k=1}^{\infty}\left(1-\frac{z^{2}}{k^{2} \pi^{2}}\right)
$$

we arrive at the very useful reflection formula

$$
\begin{equation*}
\Gamma(1+z) \Gamma(1-z)=\frac{\pi z}{\sin \pi z} \tag{2.10}
\end{equation*}
$$

Equation (2.10) is of great practical importance since it reduces the problem of computing the gamma function at arbitrary $z$ to that of $z$ with positive real part.

### 2.5 Stirling's Series and Formula

Among the well known preliminary results on the gamma function, one is of particular importance computationally and requires special attention: Stirling's series. This is an asymptotic expansion for $\Gamma(z+1)$ which permits evaluation of the function to any prescribed accuracy, and variations of this method form the basis of many calculation routines.

### 2.5.1 The Formula

Stirling's series is named after James Stirling (1692-1770) who in 1730 published the simpler version for integer arguments commonly known as Stirling's Formula. The more general Stirling's series can be stated thus:

$$
\begin{align*}
\log \left[\Gamma(z+1) \prod_{k=1}^{N}(z+k)\right]= & (z+N+1 / 2) \log (z+N) \\
& -(z+N)+\frac{1}{2} \log 2 \pi \\
& +\sum_{j=1}^{n} \frac{B_{2 j}}{2 j(2 j-1)(z+N)^{2 j-1}}  \tag{2.11}\\
& -\int_{0}^{\infty} \frac{B_{2 n}(x)}{2 n(z+N+x)^{2 n}} d x .
\end{align*}
$$
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The product in the left hand side of (2.11) is understood to be one if $N=0$. The $B_{2 j}$ are the Bernoulli numbers, which are defined by writing $t /\left(e^{t}-1\right)$ as a Maclaurin series:

$$
\frac{t}{e^{t}-1}=\sum_{j=0}^{\infty} \frac{B_{j}}{j!} t^{j}
$$

The function $B_{2 n}(x)$ is the $2 n^{\text {th }}$ Bernoulli polynomial defined over $\mathbb{R}$ by periodic extension of its values on $[0,1]$.

By judiciously selecting $n$ and $N$ the absolute error in $\log \Gamma(z+1)$, that is, the absolute value of the integral term in (2.11), can be made as small as desired, and hence the same can be achieved with the relative error of $\Gamma(z+1)$ itself. Equation (2.11) is valid in the so-called slit plane $\mathbb{C} \backslash\{t \in \mathbb{R} \mid t \leq-N\}$.

Equation (2.11) with $N=0$ is derived using Euler-Maclaurin summation. Alternatively, again with $N=0$, begin with the formula of Binet obtained from an application of Plana's theorem,

$$
\log \Gamma(z+1)=(z+1 / 2) \log z-z+\frac{1}{2} \log 2 \pi+2 \int_{0}^{\infty} \frac{\arctan (t / z)}{e^{2 \pi t}-1} d t
$$

and expand $\arctan (t / z)$ in the last term into a Taylor polynomial with remainder. The resulting series of integrals produce the terms of (2.11) containing the Bernoulli numbers [30, pp.251-253]. The general form (2.11) with $N \geq 1$ is obtained by replacing $z$ with $z+N$ and applying the fundamental recursion.

Exponentiation of Stirling's series (with $N=0$ ) yields Stirling's asymptotic formula for $\Gamma(z+1)$ itself:

$$
\begin{equation*}
\Gamma(z+1)=e^{-z} z^{z+1 / 2}(2 \pi)^{1 / 2}\left[1+\frac{1}{12 z}+\frac{1}{288 z^{2}}+\cdots\right] \tag{2.12}
\end{equation*}
$$

Equation (2.12) also follows from applying Laplace's method (or equivalently, the saddle point method) to (2.5). Truncating the series in (2.12) after the constant term yields the familiar Stirling's formula noted in the introduction:

$$
\begin{equation*}
\Gamma(z+1) \sim \sqrt{2 \pi z} z^{z} e^{-z} \quad \text { as }|z| \rightarrow \infty \tag{2.13}
\end{equation*}
$$

It may be tempting to let $n \rightarrow \infty$ in (2.11) with the hope that the integral error term will go to zero, but unfortunately the series containing the $B_{2 j}$ becomes divergent. The terms of this sum initially decrease
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in modulus, but then begin to grow without bound as a result of the rapid growth of the Bernoulli numbers. The odd Bernoulli numbers are all zero except for $B_{1}=-1 / 2$, while for the even ones, $B_{0}=1$, and for $j \geq 1$,

$$
\begin{equation*}
B_{2 j}=\frac{(-1)^{j+1} 2(2 j)!\zeta(2 j)}{(2 \pi)^{2 j}} \tag{2.14}
\end{equation*}
$$

Since $\zeta(2 j)=\sum_{k=1}^{\infty} k^{-2 j} \rightarrow 1$ rapidly with increasing $j, B_{2 j}=O\left((2 j)!(2 \pi)^{-2 j}\right)$ (see [8, p.105]).

What is true, however, is that the integral error term in (2.11) tends to zero uniformly as $|z| \rightarrow \infty$ in any sector $|\arg (z+N)| \leq \delta<\pi$. In terms of $\Gamma(z+1)$ itself, this means the relative error tends to zero uniformly as $|z| \rightarrow \infty$ in any sector $|\arg (z+N)| \leq \delta<\pi$.

In order to use (2.11) to evaluate the gamma function, an estimate of the error (as a function of $n, N$, and $z$ ) is required when the integral term of (2.11) is omitted. The following result is due to Stieltjes [8, p.112]:

Theorem 2.3. Let $\theta=\arg (z+N)$, where $-\pi<\theta<\pi$, and denote the absolute error by

$$
E_{N, n}(z)=\int_{0}^{\infty} \frac{B_{2 n}(x)}{2 n(z+N+x)^{2 n}} d x
$$

Then

$$
\begin{equation*}
\left|E_{N, n}(z)\right| \leq\left(\frac{1}{\cos (\theta / 2)}\right)^{2 n+2}\left|\frac{B_{2 n+2}}{(2 n+2)(2 n+1)(z+N)^{2 n+1}}\right| \tag{2.15}
\end{equation*}
$$

In other words, if the series in (2.11) is terminated after the $B_{2 n}$ term and the integral term is omitted, the resulting error is at most $(\cos (\theta / 2))^{-2 n-2}$ times the $B_{2 n+2}$ term.

To get an idea of how to use Stirling's series and the error estimate (2.15), consider the following

Example 2.1. Compute $\Gamma(7+13 i)$ accurate to within an absolute error of $\epsilon=10^{-12}$.

Solution: For convenience, let $E_{N, n}$ denote the integral error term $E_{N, n}(6+13 i)$ in this example. The first task is to translate the absolute
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bound $\epsilon=10^{-12}$ on the error in computing $\Gamma(7+13 i)$ into a bound on $E_{N, n}$. Let $\log \left(G P_{N}\right)$ denote the left hand side of (2.11), where $G$ represents the true value of $\Gamma(7+13 i)$ and $P_{N}$ the product term. Let $\log G_{N, n}$ denote the right hand side of (2.11) without the integral error term. Then (2.11) becomes

$$
\log \left(G P_{N}\right)=\log G_{N, n}+E_{N, n}
$$

so that

$$
G=\frac{G_{N, n}}{P_{N}} e^{E_{N, n}}
$$

and the requirement is

$$
\left|\frac{G_{N, n}}{P_{N}} e^{E_{N, n}}-\frac{G_{N, n}}{P_{N}}\right|<\epsilon .
$$

That is, it is desired that

$$
\left|e^{E_{N, n}}-1\right|<\frac{\epsilon}{\left|G_{N, n} / P_{N}\right|}
$$

from which

$$
\left|E_{N, n}\right|\left|1+\frac{E_{N, n}}{2!}+\frac{E_{N, n}^{2}}{3!}+\cdots\right|<\frac{\epsilon}{\left|G_{N, n} / P_{N}\right|} .
$$

The infinite series is at most $e$ in modulus provided $E_{N, n} \leq 1$, so that if $\left|E_{N, n}\right|<\epsilon /\left(e\left|G_{N, n} / P_{N}\right|\right)$, the prescribed accuracy is guaranteed. This last estimate is self-referencing, but $G_{N, n} / P_{N}$ can be estimated using Stirling's formula (2.13). That is, we require

$$
\begin{aligned}
\left|E_{N, n}\right| & <\left|\frac{\epsilon e^{z-1}}{\sqrt{2 \pi} z^{z+1 / 2}}\right| \\
& \approx 5 \times 10^{-12}
\end{aligned}
$$

upon setting $z=6+13 i$.
Now that a target bound for $\left|E_{N, n}\right|$ has been determined, $n$ and $N$ must now be selected to meet the target. In Table 2.1 are listed bounds on $\left|E_{N, n}\right|$ as given by (2.15) for $z=6+13 i$ and various combinations of $(N, n)$.
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| $n$ | $N=0$ | $N=1$ | $N=2$ | $N=3$ | $N=4$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $1.9 \times 10^{-6}$ | $1.6 \times 10^{-6}$ | $1.3 \times 10^{-6}$ | $1.1 \times 10^{-6}$ | $9.7 \times 10^{-7}$ |
| 2 | $3.7 \times 10^{-9}$ | $2.8 \times 10^{-9}$ | $2.2 \times 10^{-9}$ | $1.7 \times 10^{-9}$ | $1.3 \times 10^{-9}$ |
| 3 | $1.9 \times 10^{-11}$ | $1.3 \times 10^{-11}$ | $9.1 \times 10^{-12}$ | $6.4 \times 10^{-12}$ | $4.4 \times 10^{-12}$ |
| 4 | $1.9 \times 10^{-13}$ | $1.2 \times 10^{-13}$ | $7.3 \times 10^{-14}$ | $4.6 \times 10^{-14}$ | $2.9 \times 10^{-14}$ |
| 5 | $2.9 \times 10^{-15}$ | $1.6 \times 10^{-15}$ | $9.3 \times 10^{-16}$ | $5.3 \times 10^{-16}$ | $3.1 \times 10^{-16}$ |

Table 2.1: Upper bound on $\left|E_{N, n}(6+13 i)\right|$ in Stirling Series

We can see that $N=0$ with $n=4$ is sufficient to produce the desired accuracy. Using these values with $z=6+13 i$, and leaving off the error term in (2.11) then gives

$$
\begin{aligned}
\log \Gamma(7+13 i) \approx & \log G_{0,4} \\
= & (6+13 i+1 / 2) \log (6+13 i)-(6+13 i)+\frac{1}{2} \log 2 \pi \\
& +\sum_{j=1}^{4} \frac{B_{2 j}}{2 j(2 j-1)(6+13 i)^{2 j-1}} \\
\doteq & -2.5778902638380984+i 28.9938056395651838
\end{aligned}
$$

Taking exponentials yields the final approximation

$$
\Gamma(7+13 i) \approx G_{0,4} \doteq-0.0571140842611710-i 0.0500395762571980
$$

Using the symbolic computation package Maple with forty digit precision, the absolute error in the estimate is found to be $\left|\Gamma(7+13 i)-G_{0,4}\right| \doteq$ $2.5 \times 10^{-15}$, which is well within the prescribed bound.

Observe from Table 2.1 that $N=4$ with $n=3$ would also have given the desired accuracy, in which case only $n=3$ terms of the series would be needed.

The reader has no doubt noticed the ad-hoc manner in which $n$ and $N$ were selected in this example. The question of how best to choose $n$ and $N$ given $z$ and absolute error $\epsilon$ is not an easy one, and will not be addressed here.
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It is a simpler matter, however, to determine the maximum accuracy that can be expected for a given choice of $N$, both for a fixed $z$ and uniformly, and this is done in the following sections.

### 2.5.2 Some Remarks about Error Bounds

From Table 2.1 it may seem difficult to believe that as $n$ continues to increase, the error will reach a minimum and then eventually grow without bound. However, for a fixed $z$ and $N$ it is possible to determine the value of $n$ which gives the least possible error bound that can be achieved with (2.15). More generally, for each $N \geq 1$, it is possible to establish the best possible uniform error estimate reported by (2.15) for $\operatorname{Re}(z) \geq 0$.

In the following discussion, let

$$
U_{N, n}(z)=\left(\frac{1}{\cos (\theta / 2)}\right)^{2 n+2} \frac{B_{2 n+2}}{(2 n+2)(2 n+1)(z+N)^{2 n+1}}
$$

which is the right hand side of (2.15). Recall that $\theta=\arg (z+N)$.

## Minimum of $\left|U_{N, n}(6+13 i)\right|$

For each $N$, what is the best accuracy that can be achieved in Example 2.1 using the error estimate in Stirling's Series (2.15)? Throughout this section let $\left|U_{N, n}\right|=\left|U_{N, n}(6+13 i)\right|$. To find the minimum value of $\left|U_{N, n}\right|$, with $N$ fixed, it is sufficient to determine the $n$ value at which the sequence of $\left|U_{N, n}\right|$ changes from decreasing to increasing, which corresponds to the first $n$ such that $\left|U_{N, n} / U_{N, n+1}\right| \leq 1$. Using the explicit form of the Bernoulli numbers (2.14), the task then is to find the least $n$ such that

$$
\left|\frac{(2 \pi)^{2}(z+N)^{2} \cos ^{2}(\theta / 2)}{(2 n+2)(2 n+1)} \frac{\zeta(2 n+2)}{\zeta(2 n+4)}\right| \leq 1
$$

That is, we want the least $n$ satisfying

$$
|\pi(z+N) \cos (\theta / 2)| \leq n \sqrt{\left(1+\frac{3}{2 n}+\frac{1}{2 n^{2}}\right) \frac{\zeta(2 n+4)}{\zeta(2 n+2)}}
$$

The square root term is at most $\sqrt{14} \pi / 7$ when $n=1$ and decreases to 1 rapidly, so that if $n$ is chosen

$$
\begin{equation*}
n \approx\lceil\pi|z+N| \cos (\theta / 2)\rceil \tag{2.16}
\end{equation*}
$$
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a minimal error should result.
In the case of $z=6+13 i, \cos (\theta / 2)=\sqrt{1 / 2+3 / \sqrt{205}}$ and $N=0$, (2.16) predicts a minimum error for $n=38$. Using Maple the corresponding error is found to be $\left|E_{0,38}\right|<1.3 \times 10^{-34}$. This bound is impressive, but bear in mind that the corresponding Bernoulli number required to achieve this is $\left|B_{76}\right| \approx 8 \times 10^{50}$. This is the best possible accuracy for $z=6+13 i$ with $N=0$; greater accuracy is possible as $N$ is increased from zero. For example, with $N=4$, (2.16) predicts a minimum error for $n=47$, at which $\left|E_{4,47}\right|<6.7 \times 10^{-42}$.

## Uniform Bound of $\left|U_{N, n}(z)\right|$

As demonstrated, for fixed $z$ and $N$ there is a limit to the accuracy which can be achieved by taking more and more terms of the Stirling series. It is worthwhile to determine this limiting accuracy in the form of the best possible uniform error bound as a function of $N \geq 0$. By the reflection formula (2.10), it is enough to consider only the right half plane $\operatorname{Re}(z) \geq 0$. Now for $N \geq 0$ fixed and $z+N=u+i v,\left|U_{N, n}(z)\right|$ will be worst possible where

$$
|\cos (\theta / 2)|^{2 n+2}|u+i v|^{2 n+1}
$$

is a minimum in $u \geq N$. If $N=0$, letting $u+i v \rightarrow 0$ along the positive real axis shows that $\left|U_{0, n}\right|$ grows without bound. Assume then that $N \geq 1$. Writing $\cos (\theta / 2)=\sqrt{(1+\cos \theta) / 2}$ and $\cos \theta=u / \sqrt{u^{2}+v^{2}}$ puts (2.5.2) in the form

$$
|\cos (\theta / 2)|^{2 n+2}|u+i v|^{2 n+1}=\frac{1}{2^{n+1}}\left(u^{2}+v^{2}\right)^{n / 2}\left(\sqrt{u^{2}+v^{2}}+u\right)^{n+1}
$$

which is clearly minimized when $u$ and $v$ are minimized, that is, at $v=0$ and $u=N$. In terms of $z$ and $\theta$, this says that $\left|U_{N, n}(z)\right|$ is worst possible at $z=\theta=0$. By (2.16), $n$ should then be chosen $n \approx\lceil\pi N\rceil$,
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and we have

$$
\begin{align*}
\left|U_{N, n}\right| & \leq\left|\frac{B_{2 n+2}}{(2 n+2)(2 n+1) N^{2 n+1}}\right| \\
& =\frac{2(2 n+2)!\zeta(2 n+2)}{(2 \pi)^{2 n+2}(2 n+2)(2 n+1) N^{2 n+1}} \text { from }  \tag{2.14}\\
& \approx \frac{2(2 n)!}{(2 \pi)^{2 n+2} N^{2 n+1}} \quad \text { since } \zeta(2 n+2) \approx 1 \\
& \approx \frac{2 \sqrt{4 \pi n}(2 n)^{2 n} e^{-2 n}}{(2 \pi)^{2 n+2} N^{2 n+1}} \text { from }(2.13) \\
& =\frac{e^{-2 \pi N}}{\pi \sqrt{N}} \quad \text { upon setting } n \approx \pi N
\end{align*}
$$

So selecting $n \approx\lceil\pi N\rceil$ results in a uniform bound which decreases rapidly with $N$. The problem remains, however, that the larger $N$, and hence $n$ becomes, so too do the Bernoulli numbers required in the Stirling series. In practice, unless one is dealing with $z$ values near the origin, one can use much smaller values of $N$ which result in acceptable error bounds.

### 2.6 Spouge's Method

To conclude this survey of standard results, special mention is made of the 1994 work of Spouge [27]. In that work, the author develops the formula

$$
\begin{equation*}
\Gamma(z+1)=(z+a)^{z+1 / 2} e^{-(z+a)}(2 \pi)^{1 / 2}\left[c_{0}+\sum_{k=1}^{N} \frac{c_{k}(a)}{z+k}+\epsilon(z)\right] \tag{2.17}
\end{equation*}
$$

which is valid for $\operatorname{Re}(z+a)>0$. The parameter $a$ is real, $N=\lceil a\rceil-1$, $c_{0}(a)=1$ and $c_{k}(a)$ is the residue of $\Gamma(z+1)(z+a)^{-(z+1 / 2)} e^{z+a}(2 \pi)^{-1 / 2}$ at $z=-k$. Explicitly, for $1 \leq k \leq N$, this is

$$
\begin{equation*}
c_{k}(a)=\frac{1}{\sqrt{2 \pi}} \frac{(-1)^{k-1}}{(k-1)!}(-k+a)^{k-1 / 2} e^{-k+a} \tag{2.18}
\end{equation*}
$$
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Spouge's formula has the very simple relative error bound $\epsilon_{S}(a, z)$

$$
\begin{aligned}
\left|\epsilon_{S}(a, z)\right| & =\left|\frac{\epsilon(z)}{\Gamma(z+1)(z+a)^{-(z+1 / 2)} e^{z+a}(2 \pi)^{-1 / 2}}\right| \\
& <\frac{\sqrt{a}}{(2 \pi)^{a+1 / 2}} \frac{1}{\operatorname{Re}(z+a)}
\end{aligned}
$$

provided $a \geq 3$. Thus for $z$ in the right half plane $\operatorname{Re}(z) \geq 0, \epsilon_{S}(a, z)$ has the uniform bound

$$
\begin{equation*}
\left|\epsilon_{S}(a, z)\right|<\frac{1}{\sqrt{a}(2 \pi)^{a+1 / 2}} . \tag{2.19}
\end{equation*}
$$

Though similar in form to Lanczos' formula (note for example, the free parameter $a$ ), Spouge's work differs greatly in the derivation, making extensive use of complex analysis and residue calculus.

To see how Spouge's method works in practice, we revisit the computation of $\Gamma(7+13 i)$ from Example 2.1:

Example 2.2. Estimate $\Gamma(7+13 i)$ accurate to within an absolute error of $\epsilon=10^{-12}$ using Spouge's method.

Solution: An absolute error bound of $\epsilon<10^{-12}$ means the relative error must be bounded by

$$
\begin{aligned}
\left|\epsilon_{S}(a, z)\right| & <\left|\frac{\epsilon}{\Gamma(7+13 i)}\right| \\
& \approx\left|\frac{10^{-12} e^{6+13 i}}{\sqrt{2 \pi}(6+13 i)^{6+13 i+1 / 2}}\right| \text { by Stirling's formula } \\
& \doteq 1.3 \times 10^{-11}
\end{aligned}
$$

By plotting $\left|\epsilon_{S}(a, 6+13 i)\right|, a=12.5$ and hence $N=12$ terms of the series (2.17) are sufficient to achieve this bound. The calculation of the coefficients (2.18) for these values yields Table 2.2. Equation (2.17)

| $k$ | $c_{k}(a)$ |
| :---: | :---: |
| 0 | $+1.0000000000000 \times 10^{0}$ |
| 1 | $+1.3355050294248 \times 10^{5}$ |
| 2 | $-4.9293093529936 \times 10^{5}$ |
| 3 | $+7.4128747369761 \times 10^{5}$ |
| 4 | $-5.8509737760400 \times 10^{5}$ |
| 5 | $+2.6042527033039 \times 10^{5}$ |
| 6 | $-6.5413353396114 \times 10^{4}$ |
| 7 | $+8.8014596350842 \times 10^{3}$ |
| 8 | $-5.6480502412898 \times 10^{2}$ |
| 9 | $+1.3803798339181 \times 10^{1}$ |
| 10 | $-8.0781761698951 \times 10^{-2}$ |
| 11 | $+3.4797414457425 \times 10^{-5}$ |
| 12 | $-5.6892712275042 \times 10^{-12}$ |

Table 2.2: Coefficients of Spouge's Series, $a=12.5$
then gives $\Gamma(7+13 i) \approx-0.0571140842611682-i 0.0500395762571984$, which differs in absolute value from $\Gamma(7+13 i)$ by less than $2.9 \times 10^{-16}$.

Compared to Stirling's series, many more terms of Spouge's series are required to achieve the same accuracy, but the individual terms are much easier to compute, and the selection criterion for $a$ and hence $N$ is straightforward.

Spouge's work is important for several reasons. The first is that the coefficients $c_{k}(a)$ are simpler to compute than those of the Lanczos series. The second is that Spouge gives a simpler yet more accurate version of Stirling's formula. And finally, Spouge's approximation and error estimates apply not only to $\Gamma(z+1)$, but also to the digamma function $\Psi(z+1)=d / d z[\log \Gamma(z+1)]$ and trigamma function $\Psi^{\prime}(z)$.

To see the link between (2.17) and Lanczos' formula (1.1), write $a=r+1 / 2$ and resolve the first $N$ terms of the series (1.2) into partial
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fractions,

$$
\begin{aligned}
& \frac{1}{2} a_{0}(r)+a_{1}(r) \frac{z}{z+1}+\cdots+a_{N}(r) \frac{z \cdots(z-N+1)}{(z+1) \cdots(z+N)}+\epsilon(z) \\
& =b_{0}(r)+\sum_{k=1}^{N} \frac{b_{k}(r)}{z+k}+\epsilon(z)
\end{aligned}
$$

Comparing this with (2.17), the $b_{k}(r)$ obtained from truncating the Lanczos series are the approximate residues of $\Gamma(z+1)(z+a)^{-(z+1 / 2)} e^{z+a}(2 \pi)^{-1 / 2}$ at $z=-k$, and the larger $N$ becomes the better the approximation.

### 2.7 Additional Remarks

The standard definition and properties of the gamma function can be found in many works dealing with special functions and analysis. For this study the especially clear treatments given in [28, pp.41-77] and [23, pp.192-195] are of note. The references [16, pp. 391-412] and [30, pp.235-264] are also worthy of mention. A thorough treatment of Stirling's series can be found in [8, p.105]. Finally, the work of Artin [2] is of interest for the treatment of $\Gamma(x)$ for $x$ real from the point of view of convexity.

For a survey and comparison of various computational methods for computing the gamma function, including Stirling's series, see the paper by Ng [20]. Among the methods covered there is that of Spira [26] in which a simpler error bound on Stirling's series than (2.15) is given.

## Chapter 3

## The Lanczos Formula

We arrive at last at the examination of Lanczos' paper itself, beginning in this chapter with the derivation of the main formula (1.1). The derivation consists of three steps, which in a nutshell can be broken down as

$$
\begin{align*}
\Gamma(z+1 / 2)= & \int_{0}^{\infty} t^{z-1 / 2} e^{-t} d t \\
= & (z+r+1 / 2)^{z+1 / 2} e^{-(z+r+1 / 2)} \sqrt{2} \\
& \times \int_{0}^{e}[v(1-\log v)]^{z-1 / 2} v^{r} d v  \tag{stepI}\\
= & (z+r+1 / 2)^{z+1 / 2} e^{-(z+r+1 / 2)} \sqrt{2} \\
& \times \int_{-\pi / 2}^{\pi / 2} \cos ^{2 z} \theta\left[\frac{\sqrt{2} v(\theta)^{r} \sin \theta}{\log v(\theta)}\right] d \theta  \tag{stepII}\\
= & (z+r+1 / 2)^{z+1 / 2} e^{-(z+r+1 / 2)} \sqrt{2} \\
& \left.\times \int_{-\pi / 2}^{\pi / 2} \cos ^{2 z} \theta\left[\frac{a_{0}(r)}{2}+\sum_{k=0}^{\infty} a_{k}(r) \cos (2 k \theta)\right] d \theta . \quad \text { (step I) } 1 \text { (step II) }\right)
\end{align*}
$$

The series in Equation (1.1) then follows from the last integral upon integrating term by term.

The derivation is first retraced more or less along the same lines as Lanczos uses in his paper [14]. This approach uses Fourier series tech-
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niques in a novel albeit complicated way to obtain explicit formulas for the coefficients $a_{n}(r)$ as a linear combination of Chebyshev polynomial coefficients. The appearance of Chebyshev coefficients suggests a connection with the orthogonal system of Chebyshev polynomials, and indeed the derivation in the setting of these polynomials provides a slightly cleaner argument. Finally, both of these derivations are seen to be cases of a much more general idea, that of inner products in Hilbert space.

The following notation which will be standard throughout the remainder of this work:

Definition 3.1. Define

$$
H_{0}(z)=1
$$

and for $k \geq 1$,

$$
\begin{aligned}
H_{k}(z) & =\frac{\Gamma(z+1) \Gamma(z+1)}{\Gamma(z-k+1) \Gamma(z+k+1)} \\
& =\frac{1}{(z+1)_{k}(z+1)_{-k}} \\
& =\frac{z \cdots(z-k+1)}{(z+1) \cdots(z+k)} .
\end{aligned}
$$

Using this new notation, (1.1) may be restated ${ }^{1}$ :

$$
\begin{equation*}
\Gamma(z+1)=\sqrt{2 \pi}(z+r+1 / 2)^{z+1 / 2} e^{-(z+r+1 / 2)} \sum_{k=0}^{\infty} a_{k}(r) H_{k}(z) \tag{3.1}
\end{equation*}
$$

### 3.1 The Lanczos Derivation

Lanczos uses as his starting point Euler's formula (2.5) and transforms the integral in a series of steps. The motivation for these transformations is not immediately obvious, though the effect is to extract from
${ }^{1}$ The prime notation in the sum indicates that the $k=0$ term is given weight $1 / 2$.
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the integral a term similar in form to the first factor of Stirling's series (2.12). The integral which remains is then precisely the form required to perform a clever series expansion.

In the exposition the following conventions have been adopted:

1. The complex variable $z=\sigma+$ it where $\sigma=\operatorname{Re}(z)$ and $t=\operatorname{Im}(z)$;
2. For $a, b \in \mathbb{C}$ with $a$ not a negative real number or zero, define $a^{b}=e^{b \log a}$ where $\operatorname{Im}(\log a)$ is between $-\pi$ and $\pi$.

### 3.1.1 Preliminary Transformations

Beginning with

$$
\begin{equation*}
\Gamma(z+1)=\int_{0}^{\infty} t^{z} e^{-t} d t, \quad \operatorname{Re}(z)>-1 \tag{3.2}
\end{equation*}
$$

make the substitution $t \rightarrow \alpha t$ where $\operatorname{Re}(\alpha)>0$ to obtain

$$
\Gamma(z+1)=\alpha^{z+1} \int_{0}^{\infty} t^{z} e^{-\alpha t} d t
$$

The validity of this substitution for complex $\alpha$ can be shown using contour arguments or via the following lemma ${ }^{2}$ :

Lemma 3.1. For $\operatorname{Re}(\alpha)>0$ and $\operatorname{Re}(z)>-1$,

$$
\Gamma(z+1)=\alpha^{z+1} \int_{0}^{\infty} t^{z} e^{-\alpha t} d t
$$

Proof of Lemma 3.1: For fixed $z$ with $\operatorname{Re}(z)>-1$ and $\alpha>0$ real, replacing $t$ with $\alpha t$ in (3.2) gives

$$
\Gamma(z+1)=\alpha^{z+1} \int_{0}^{\infty} t^{z} e^{-\alpha t} d t
$$

Viewed as a function of $\alpha$, the right hand side is analytic in the right half $\alpha$-plane, and equals the constant $\Gamma(z+1)$ along the positive real

[^2]
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axis. Hence the integral must equal $\Gamma(z+1)$ throughout the right half $\alpha$-plane.

Next set $\alpha=z+r+1$, where $r \geq 0$, so that

$$
\begin{equation*}
\Gamma(z+1)=(z+r+1)^{z+1} \int_{0}^{\infty} t^{z} e^{-(z+r+1) t} d t, \quad \operatorname{Re}(z)>-1 \tag{3.3}
\end{equation*}
$$

Here $r \geq 0$ is a free parameter which plays a key role later. Now reduce the bounds of integration to a finite case via the change of variable $t=1-\log v, d t=(-1 / v) d v:$

$$
\begin{align*}
\Gamma(z+1) & =(z+r+1)^{z+1} \int_{e}^{0}(1-\log v)^{z} e^{-(z+r+1)(1-\log v)} \frac{-1}{v} d v \\
& =(z+r+1)^{z+1} e^{-(z+r+1)} \int_{0}^{e}(1-\log v)^{z} v^{z} v^{r} v \frac{1}{v} d v \\
& =(z+r+1)^{z+1} e^{-(z+r+1)} \int_{0}^{e}[v(1-\log v)]^{z} v^{r} d v \tag{3.4}
\end{align*}
$$

The integrand in this last expression is $O\left(v^{\sigma+r-\epsilon}\right)$ for every $\epsilon>0$ as $v \rightarrow 0$, while it is $O\left(|v-e|^{\sigma}\right)$ as $v \rightarrow e$. Equation (3.4) is therefore valid for $\operatorname{Re}(z)>-1 .{ }^{3}$

The substitution $t=1-\log v$ appears to be the key to the Lanczos method in the sense that it puts all the right pieces in all the right places for the series expansion to come. It has the effect of peeling off
${ }^{3}$ There is an error in [17, p.30, Eq.(1)] at this point concerning the domain of convergence of the formula. There the author makes the replacement $z \rightarrow z-1 / 2$ and states (using $\sigma$ to signify what is here denoted $r$ ):

$$
\begin{aligned}
& \Gamma(z+1 / 2)=(z+\sigma+1 / 2)^{z+1 / 2} \exp [-(z+\sigma+1 / 2)] F(z) \\
& F(z)=\int_{0}^{e}[v(1-\log v)]^{z-1 / 2} v^{\sigma} d v, \quad \operatorname{Re}(z+\sigma+1 / 2)>0 .
\end{aligned}
$$

However, the integral $F(z)$ diverges with, for example, $z=-3 / 4$ and a choice of $\sigma=5 / 4$. To see this, note that $v(1-\log v) \leq(e-v)$ on $[0, e]$, so that $[v /(e-v)]^{5 / 4} \leq[v(1-\log v)]^{-5 / 4} v^{5 / 4}$, whence

$$
\int_{0}^{e}[v /(e-v)]^{5 / 4} d v \leq \int_{0}^{e}[v(1-\log v)]^{-5 / 4} v^{5 / 4} d v
$$

But the left hand side $\int_{0}^{e}[v /(e-v)]^{5 / 4} d v=\infty$.
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leading terms similar in form to Stirling's formula, while factoring the integrand into separate powers of $z$ and $r$. The sequence of substitutions used here, however, namely $\alpha \rightarrow(z+r+1)$ and $t \rightarrow 1-\log v$, is quite different from the seemingly disconnected chain of substitutions Lanczos uses in [14] to arrive at equation (3.4). His steps are perhaps clues to the motivation behind his method and so these are reproduced in Appendix A.

### 3.1.2 The Implicit Function $\boldsymbol{v}(\boldsymbol{\theta})$

The next step in the derivation is the transformation of the integral in (3.4) into a form more amenable to Fourier methods. The path of $v(1-\log v)$ is shown in Figure 3.1 so that $v$ may be implicitly defined as a function of $\theta$ via

$$
\cos ^{2} \theta=v(1-\log v)
$$

where $\theta=-\pi / 2$ corresponds to $v=0, \theta=0$ to $v=1$, and $\theta=\pi / 2$ to $v=e$.


Figure 3.1: Path of $v(1-\log v)$

Making the substitution $v(1-\log v)=\cos ^{2} \theta, d v=2 \sin \theta \cos \theta / \log v d \theta$
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in (3.4) then gives

$$
\begin{align*}
\Gamma(z+1) & =(z+r+1)^{z+1} e^{-(z+r+1)} \int_{-\pi / 2}^{\pi / 2}\left(\cos ^{2} \theta\right)^{z} v^{r} \frac{2 \sin \theta \cos \theta}{\log v} d \theta \\
& =(z+r+1)^{z+1} e^{-(z+r+1)} \int_{-\pi / 2}^{\pi / 2} \cos ^{2 z+1} \theta \frac{2 v^{r} \sin \theta}{\log v} d \theta \tag{3.5}
\end{align*}
$$

The integrand in (3.5) is $O\left(|\theta+\pi / 2|^{2 \sigma+2 r+1}\right)$ near $\theta=-\pi / 2, O(1)$ near $\theta=0$, but is $O\left(|\theta-\pi / 2|^{2 \sigma+1}\right)$ as $\theta \rightarrow \pi / 2$ so this expression in once again valid for $\operatorname{Re}(z)>-1$.

Moving a $\sqrt{2}$ outside the integral and replacing $z$ with $z-1 / 2$, the reason for which will become apparent later ${ }^{4}$, yields

$$
\begin{equation*}
\Gamma(z+1 / 2)=P_{r}(z) \int_{-\pi / 2}^{\pi / 2} \cos ^{2 z} \theta\left[\frac{\sqrt{2} v^{r} \sin \theta}{\log v}\right] d \theta \tag{3.6}
\end{equation*}
$$

where $P_{r}(z)$ is defined

$$
P_{r}(z)=\sqrt{2}(z+r+1 / 2)^{z+1 / 2} e^{-(z+r+1 / 2)} .
$$

Now denote by $f_{r}(\theta)$ the term in square brackets in (3.6) and by $f_{E, r}(\theta)$ its even part $\left[f_{r}(\theta)+f_{r}(-\theta)\right] / 2$. Noting that the odd part of the integrand integrates out to zero finally puts (3.6) in the form

$$
\begin{equation*}
\Gamma(z+1 / 2)=P_{r}(z) \int_{-\pi / 2}^{\pi / 2} \cos ^{2 z} \theta f_{E, r}(\theta) d \theta \tag{3.7}
\end{equation*}
$$

for $\operatorname{Re}(z)>-1 / 2$ and $r \geq 0$. Equation (3.7) is the starting point for the series expansion in (3.1).
${ }^{4} \overline{\text { Shifting the argument to } z-1 / 2}$ at the outset, that is, starting the derivation with

$$
\Gamma(z+1 / 2)=\int_{0}^{\infty} t^{z-1 / 2} e^{-t} d t, \quad \operatorname{Re}(z)>-1 / 2
$$

in place of equation (3.2), would seem more logical, considering the reason for the shift is yet to come anyway. For some reason Lanczos does not do this.
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### 3.1.3 Series Expansion of $\boldsymbol{f}_{\boldsymbol{E}, r}$

The next step in the development is the replacement of $f_{E, r}(\theta)$ by a series which can be integrated term by term. Lanczos first constructs a Taylor series in $\sin \theta$ for $f_{r}(\theta)$ but notes that the resulting series after integrating is of slow convergence. Instead, he turns from the 'extrapolating' Taylor series to an 'interpolating' series of orthogonal functions: a Fourier series. The properties of $f_{E, r}$ will be examined later, but for the time being assume that this function may be represented by a uniformly convergent Fourier series on $[-\pi / 2, \pi / 2]$. Further, this series will contain only cosine terms since $f_{E, r}$ is even. Thus

$$
\begin{align*}
f_{E, r}(\theta) & =\frac{1}{2} a_{0}(r)+\sum_{k=1}^{\infty} a_{k}(r) \cos \left(\frac{k \pi \theta}{\pi / 2}\right) \\
& =\sum_{k=0}^{\infty} a_{k}(r) \cos (2 k \theta) \tag{3.8}
\end{align*}
$$

where the coefficients $a_{k}(r)$ are given by

$$
a_{k}(r)=\frac{2}{\pi} \int_{-\pi / 2}^{\pi / 2} f_{E, r}(\theta) \cos (2 k \theta) d \theta .
$$

On the surface this substitution would appear to complicate matters, or at least offer little improvement. It turns out, however, that thanks to a handy identity, the resulting integrals evaluate explicitly to the rational functions $H_{k}(z)$ which exhibit the poles of $\Gamma(z+1)$. This identity is stated as a lemma, the proof of which can be found in $[17$, p.16]:

Lemma 3.2. For $\operatorname{Re}(z)>-1 / 2$

$$
\begin{equation*}
\int_{-\pi / 2}^{\pi / 2} \cos ^{2 z} \theta \cos (2 k \theta) d \theta=\sqrt{\pi} \frac{\Gamma(z+1 / 2)}{\Gamma(z+1)} H_{k}(z) \tag{3.9}
\end{equation*}
$$

Picking up where we left off with (3.7), and using (3.8) to replace
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$f_{E, r}(\theta)$, we obtain

$$
\begin{align*}
\Gamma(z+1 / 2) & =P_{r}(z) \int_{-\pi / 2}^{\pi / 2} \cos ^{2 z} \theta \sum_{k=0}^{\infty} a_{k}(r) \cos (2 k \theta) d \theta \\
& =P_{r}(z) \sum_{k=0}^{\infty} a_{k}(r) \int_{-\pi / 2}^{\pi / 2} \cos ^{2 z} \theta \cos (2 k \theta) d \theta \\
& =P_{r}(z) \sqrt{\pi} \frac{\Gamma(z+1 / 2)}{\Gamma(z+1)} \sum_{k=0}^{\infty} a_{k}(r) H_{k}(z) \tag{3.10}
\end{align*}
$$

Now it is just a matter of eliminating $\Gamma(z+1 / 2)$ on both sides of (3.10), the reason for replacing $z$ with $z-1 / 2$ in (3.5), and moving the $\Gamma(z+1)$ to the left hand side to get the final form:

$$
\begin{equation*}
\Gamma(z+1)=(z+r+1 / 2)^{z+1 / 2} e^{-(z+r+1 / 2)} \sqrt{2 \pi} \sum_{k=0}^{\infty} a_{k}(r) H_{k}(z) \tag{3.11}
\end{equation*}
$$

where again, $\operatorname{Re}(z)>-1 / 2$, and $r \geq 0$. We will see later that convergence of this series can be extended to the left of $\operatorname{Re}(z)=-1 / 2$.

### 3.2 Derivation in the Chebyshev Setting

The argument used to obtain (3.11) is now repeated, but this time using the set of Chebyshev polynomials $\left\{T_{k}(x)\right\}$ orthogonal on the interval $[-1,1]$. For a brief overview of Chebyshev polynomials and their connection to Fourier expansions the reader is referred to Appendix B.

Beginning with equation (3.4),

$$
\Gamma(z+1)=(z+r+1)^{z+1} e^{-(z+r+1)} \int_{0}^{e}[v(1-\log v)]^{z} v^{r} d v
$$

this time define $v(x)$ implicitly with

$$
\begin{equation*}
1-x^{2}=v(1-\log v) \tag{3.12}
\end{equation*}
$$

where $x=-1$ corresponds to $v=0, x=0$ to $v=1$, and $x=1$ to $v=e$. This yields

$$
\begin{equation*}
\Gamma(z+1)=(z+r+1)^{z+1} e^{-(z+r+1)} \int_{-1}^{1}\left(1-x^{2}\right)^{z}\left[\frac{2 x v^{r}}{\log v}\right] d x . \tag{3.13}
\end{equation*}
$$
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Once again let $P_{r}(z)=\sqrt{2}(z+r+1 / 2)^{z+1 / 2} \exp [-(z+r+1 / 2)]$, replace $z$ with $z-1 / 2$, and denote by $f_{E, r}(x)$ the even part of $\sqrt{2} x v^{r} / \log v$, giving

$$
\begin{equation*}
\Gamma(z+1 / 2)=P_{r}(z) \int_{-1}^{1}\left(1-x^{2}\right)^{z} f_{E, r}(x) \frac{d x}{\sqrt{1-x^{2}}} \tag{3.14}
\end{equation*}
$$

The motivation this time for the replacement $z \rightarrow z-1 / 2$ is a bit clearer: with the introduction of the weight function $1 / \sqrt{1-x^{2}}$, the integral in (3.14) reveals itself as an inner product on $\mathcal{L}_{[-1,1]}^{2}\left(d x / \sqrt{1-x^{2}}\right)$ which has the Chebyshev polynomials as orthogonal basis.

Expanding $f_{E, r}(x)$ in a series of even Chebyshev polynomials (the justification for which will follow) produces

$$
\begin{equation*}
f_{E, r}(x)=\sum_{k=0}^{\infty} c_{k}(r) T_{2 k}(x) \tag{3.15}
\end{equation*}
$$

so that

$$
\Gamma(z+1 / 2)=P_{r}(z) \int_{-1}^{1}\left(1-x^{2}\right)^{z} \sum_{k=0}^{\infty} c_{k}(r) T_{2 k}(x) \frac{d x}{\sqrt{1-x^{2}}},
$$

which upon integrating term by term gives

$$
\Gamma(z+1 / 2)=P_{r}(z) \sqrt{\pi} \frac{\Gamma(z+1 / 2)}{\Gamma(z+1)} \sum_{k=0}^{\infty} c_{k}(r)(-1)^{k} H_{k}(z)
$$

The term by term integration uses an equivalent form of the identity (3.9):

$$
\int_{-1}^{1}\left(1-x^{2}\right)^{z} T_{2 k}(x) \frac{d x}{\sqrt{1-x^{2}}}=(-1)^{k} \sqrt{\pi} \frac{\Gamma(z+1 / 2)}{\Gamma(z+1)} H_{k}(z)
$$

Finally, multiplying through by $\Gamma(z+1) / \Gamma(z+1 / 2)$ and writing $a_{k}(r)=(-1)^{k} c_{k}(r)$ once again yields

$$
\begin{equation*}
\Gamma(z+1)=(z+r+1 / 2)^{z+1 / 2} e^{-(z+r+1 / 2)} \sqrt{2 \pi} \sum_{k=0}^{\infty} a_{k}(r) H_{k}(z) . \tag{3.16}
\end{equation*}
$$
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### 3.3 Derivation in the Hilbert Space Setting

It is worth noting that both (3.7) and (3.14) show that $\Gamma(z+1 / 2) / P_{r}(z)$ manifests itself as an inner product in Hilbert space, so that (3.16) can be deduced directly using Hilbert space theory. In fact, the requirement that $f_{E, r}$ be equal to a uniformly convergent Fourier (resp. Chebyshev) series is unnecessary, if we ask only that $f_{E, r}$ be square summable with respect to Lebesgue measure.

Take for example the Fourier setting. Parseval's theorem [24, p.91] says that for even $f, g \in L^{2}[-\pi / 2, \pi / 2]$ with $g$ real,

$$
\frac{2}{\pi} \int_{-\pi / 2}^{\pi / 2} f(\theta) g(\theta) d \theta=\sum_{k=0}^{\infty} \hat{f}_{k} \hat{g}_{k}
$$

where $\hat{f}_{k}$ denotes the Fourier coefficient

$$
\hat{f}_{k}=\frac{2}{\pi} \int_{-\pi / 2}^{\pi / 2} f(\theta) \cos (2 k \theta) d \theta
$$

In the present case, the Fourier coefficients of $p(\theta)=\cos ^{2 z}(\theta)$ are

$$
\begin{aligned}
\hat{p}_{k} & =\frac{2}{\pi} \int_{-\pi / 2}^{\pi / 2} \cos ^{2 z}(\theta) \cos (2 k \theta) d \theta \\
& =\frac{2}{\sqrt{\pi}} \frac{\Gamma(z+1 / 2)}{\Gamma(z+1)} H_{k}(z)
\end{aligned}
$$

from Lemma 3.2, while those of $f_{E, r}$ are $a_{k}(r)$, assuming $f_{E, r} \in L^{2}[-\pi / 2, \pi / 2]$.
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Thus by Parseval's theorem, (3.7) becomes simply

$$
\begin{aligned}
\Gamma(z+1 / 2) & =P_{r}(z) \int_{-\pi / 2}^{\pi / 2} \cos ^{2 z} \theta f_{E, r}(\theta) d \theta \\
& =P_{r}(z) \frac{\pi}{2} \sum_{k=0}^{\infty} \hat{p}_{k} a_{k}(r) \\
& =P_{r}(z) \sqrt{\pi} \frac{\Gamma(z+1 / 2)}{\Gamma(z+1)} \sum_{k=0}^{\infty} a_{k}(r) H_{k}(z)
\end{aligned}
$$

which again yields equation (3.1).

### 3.4 Additional Remarks

To conclude this chapter, a number of remarks on various aspects of the derivation of (3.1) are worthy of mention.

The first remark is concerning the use of both Fourier and Chebyshev series to achieve the same result. These are clearly equivalent since, as Boyd notes in [3], a Chebyshev polynomial expansion is merely a Fourier cosine series in disguise. In this case, the transformation $x \rightarrow \sin \theta$ links one to the other. Based on the extensive use of Chebyshev polynomials in his work [11], Lanczos was likely aware of the possibility of using either expansion in his derivation. Indeed, he does make the substitution (3.12) in his paper, but not as a springboard for a Chebyshev expansion, but rather to set the stage for expressing $f_{0}(\theta)$ as a Taylor polynomial in $\sin \theta$. From the periodicity of this last function he then argues that the interpolating Fourier cosine series is a better choice in terms of convergence versus the extrapolating Taylor series.

Secondly, the Fourier methods used here, in particular the use of the identity (3.9), bear a striking resemblance to a technique used in Lanczos' 1961 work [13, p.45]. There he derives an expansion for Bessel functions of arbitrary order in terms of Bessel functions of even integer order. Part of that derivation involves a clever method for computing
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the coefficients of the expansion which will be described in the sequel. This common thread is not so surprising since, as Lanczos notes in the acknowledgments of each of [14] and [13], the winter of 1959-60 saw much of both works completed at the Mathematics Research Center of the U.S. Army at the University of Wisconsin in Madison.

Thirdly, the derivation of (3.1) can be simplified if one considers first only real $z>-1 / 2$ followed by an application of the principle of analytic continuation at the end. This approach obviates Lemma 3.1 but requires consideration of the analytic properties of the infinite series factor of the formula. Such matters will be examined later when (3.1) is extended to the left of $\operatorname{Re}(z)=-1 / 2$.

The final remark involves the free parameter $r$ as it relates to the Fourier coefficients $a_{k}(r)$ (or equivalently $c_{k}(r)$ in the Chebyshev setting). There are several methods for computing the coefficients and these will be examined in due course. For the moment, note Lanczos' own formulation: the constant term of the series is

$$
\begin{equation*}
a_{0}(r)=\left(\frac{2 e}{\pi(r+1 / 2)}\right)^{1 / 2} e^{r} \tag{3.17}
\end{equation*}
$$

while for $k \geq 1$,

$$
\begin{equation*}
a_{k}(r)=\frac{2}{\pi} \sum_{j=0}^{k} C_{2 j, 2 k} \mathcal{F}_{r}(j) \tag{3.18}
\end{equation*}
$$

Here $\mathcal{F}_{r}(j)=2^{-1 / 2} \Gamma(j+1 / 2)(j+r+1 / 2)^{-j-1 / 2} \exp (j+r+1 / 2)$ and $C_{2 j, 2 k}$ is the coefficient of $x^{2 j}$ in the $2 k^{\text {th }}$ Chebyshev polynomial.

These coefficients are functions of $r$ and this parameter plays a fundamental role in the rate of convergence of the series. This role will be examined in detail, but for now observe that the constraint $r \geq 0$ imposed by Lanczos is unduly restrictive in the sense that the substitution in equation (3.3) requires only that $\operatorname{Re}(r) \geq 0$. Under this relaxed constraint, the Fourier coefficients given by (3.17) and (3.18) are then single valued analytic functions of $r$ in this region. The properties of the $a_{k}(r)$ as a function of a complex variable were not considered here, but it would be interesting to investigate further the effect of this generalization on (3.1).
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## The Functions $v$ and $f_{E, r}$

The derivation of Lanczos' main formula (1.1) in Chapter 3 relies on the validity of expanding the implicitly defined function $f_{E, r}(\theta)$ of equation (3.7) (resp. $f_{E, r}(x)$ of (3.14)) into an infinite interpolating Fourier (resp. Chebyshev) series. Furthermore, the smoothness and summability properties of $f_{E, r}$ determine the asymptotic growth rate of the coefficients $a_{k}(r)$ (resp. $c_{k}(r)$ ), and consequently the convergence of the series (1.2).

In this chapter the properties of the implicit functions $v, f_{r}$ and $f_{E, r}$ are examined in detail, and bounds are established on the coefficients appearing in the series (3.8) (resp. (3.15)). The principal results are
(i) In the Chebyshev setting, $f_{E, r}(x) \in C^{\lfloor r\rfloor}[-1,1]$ and is of bounded variation, so that the expansion (3.15) is justified.
(ii) In the Fourier setting, $f_{E, r}(\theta) \in C^{\lfloor 2 r\rfloor}[-\pi / 2, \pi / 2]$ and is of bounded variation, thus justifying the expansion (3.8).
(iii) $f_{E, r}^{(n)} \in L^{1}[-\pi / 2, \pi / 2]$, where $n=\lceil 2 r\rceil$.
(iv) $a_{k}(r)=O\left(k^{-\lceil 2 r\rceil}\right)$ as $k \rightarrow \infty$.

### 4.1 Closed Form Formulas

We begin by finding explicit expressions for $v$ and $f_{E, r}$ in terms of Lambert W functions $W_{0}$ and $W_{-1}$. This is useful for several reasons: the first is that graphs of $v$ and $f_{E, r}$ can be easily plotted using the built in Lambert W evaluation routines of Maple 8. The second is that the
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smoothness properties of $v$ and $f_{E, r}$ can be deduced directly from those of $W_{0}$ and $W_{-1}$. Third, the expression for $f_{E, r}$ can be used to compute approximate values of the coefficients $a_{k}(r)$ using finite Fourier series.

In this section we work first in the Chebyshev setting and establish explicit formulas for $v(x)$ and $f_{E, r}(x)$ on $[-1,1]$. These formulas are in terms of the two real branches $W_{-1}$ and $W_{0}$ of the Lambert W function defined implicitly by

$$
W(t) e^{W(t)}=t
$$

See [5] for a thorough treatment of Lambert W functions.

### 4.1.1 Closed Form for $\boldsymbol{v}(\boldsymbol{x})$

Recall that $v(x)$ was defined implicitly via

$$
\begin{equation*}
1-x^{2}=v(1-\log v) \tag{4.1}
\end{equation*}
$$

where $x=-1$ corresponds to $v=0, x=0$ to $v=1$, and $x=1$ to $v=e$. Letting $w=\log (v / e)$, this is equivalent to

$$
\frac{x^{2}-1}{e}=w e^{w}
$$

whence

$$
w=W\left(\frac{x^{2}-1}{e}\right)
$$

so that

$$
\begin{align*}
\frac{v}{e} & =\exp W\left(\frac{x^{2}-1}{e}\right) \\
& =\frac{\left(\frac{x^{2}-1}{e}\right)}{W\left(\frac{x^{2}-1}{e}\right)} . \tag{4.2}
\end{align*}
$$

For $-1<x<0,0<v<1$ which corresponds to the real branch $W_{-1}$ of the Lambert W function. For $0<x<1,0<v<e$ which corresponds to the branch $W_{0}$. Using the Heaviside function $H(x)$, and letting $y(x)=\left(x^{2}-1\right) / e, v$ can thus be expressed as the single formula

$$
\begin{equation*}
\frac{v(x)}{e}=\frac{y(x)}{W_{-1}(y(x))} H(-x)+\frac{y(x)}{W_{0}(y(x))} H(x) . \tag{4.3}
\end{equation*}
$$
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In developing this expression, care must be taken to ensure that $v$ takes on the prescribed values at the endpoints $x=1,-1$ where $W_{-1}(y(x)) \rightarrow$ $-\infty$, and also at $x=0$ where $H(x)$ has a jump discontinuity. Taking limits of (4.3) at these points shows that indeed $v$ takes on the prescribed values and is thus continuous on $[-1,1]$. See Figure 4.1 for a plot of $v(x) / e$.


Figure 4.1: $v(x) / e,-1 \leq x \leq 1$

### 4.1.2 Closed Form for $f_{r}(x)$ and $f_{E, r}(x)$

For the function $f_{r}(x)=\sqrt{2} x v^{r} / \log v$, note that $\log v=1+W\left(\left(x^{2}-\right.\right.$ 1)/e) from (4.2), so that $f_{r}(x)$ may be expressed

$$
\frac{f_{r}(x)}{e^{r}}=\sqrt{2} x\left[\frac{\left(\frac{y(x)}{W_{-1}(y(x))}\right)^{r}}{1+W_{-1}(y(x))} H(-x)+\frac{\left(\frac{y(x)}{W_{0}(y(x))}\right)^{r}}{1+W_{0}(y(x))} H(x)\right],
$$
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while its even part $f_{E, r}(x)=\left[f_{r}(x)+f_{r}(-x)\right] / 2$ becomes

$$
\begin{equation*}
\frac{f_{E, r}(x)}{e^{r}}=\frac{|x|}{\sqrt{2}}\left[\frac{\left(\frac{y(x)}{W_{0}(y(x))}\right)^{r}}{1+W_{0}(y(x))}-\frac{\left(\frac{y(x)}{W_{-1}(y(x))}\right)^{r}}{1+W_{-1}(y(x))}\right] . \tag{4.4}
\end{equation*}
$$

Plots of $\sqrt{2} f_{E, r}(x) / e^{r}$ are shown in Figure 4.2 for various values of $r$. Notice the value of the function at the endpoints is one for the four values of $r$ plotted. It is clear from the definition $f_{r}(x)=\sqrt{2} x v^{r} / \log v$ that $\sqrt{2} f_{E, r}( \pm 1) / e^{r}=1$ if $r \geq 0$ and is $+\infty$ otherwise. Also notice the extreme behaviour of the derivative of $f_{E, r}$ at the end points for $r=0$. Lanczos notes that the parameter $r$ serves to smooth out this singularity and hence improve the convergence of the Fourier series of $f_{E, r}$.


Figure 4.2: $\sqrt{2} f_{E, r}(x) / e^{r},-1 \leq x \leq 1, r=0,1,2,4$
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### 4.2 Smoothness of $\boldsymbol{v}^{r}(x), f_{r}(x)$ and $f_{E, r}(x)$

The smoothness of $v^{r}, f_{r}$ and $f_{E, r}$ can be seen to be essentially the same problem with the observation that $\sqrt{2} f_{r}(x)=d / d x\left[v^{r+1} /(r+1)\right]$. This follows from the fact that $1-x^{2}=v(1-\log v)$ from which

$$
\begin{equation*}
\frac{d}{d x} v(x)=\frac{2 x}{\log v} . \tag{4.5}
\end{equation*}
$$

In this section it is shown that $v^{r}, f_{r}$ (and hence $f_{E, r}$ ) have $\lfloor r\rfloor$ continuous derivatives on $[-1,1]$.

## Smoothness on ( $-1,1$ ]

Away from $x=-1$ (where $v>0$ ), the smoothness of $v^{r}$ is precisely the same as that of $v$. As such, it is enough to consider $v(x)$ on $(-1,1]$.

On $(-1,0) \cup(0,1)$, the functions $W_{k}\left(\left(x^{2}-1\right) / e\right)$ of (4.3) are smooth and not zero (see [5]), and so $v(x)$ is smooth on this set. About $x=$ $1, v(x) / e=\exp W_{0}\left(\left(x^{2}-1\right) / e\right)$ which is again smooth since $W_{0}(t)$ is smooth at $t=0$.

This leaves $x=0$ where the situation is not so clear, but the implicit function theorem gives the result. By expressing the right hand side of (4.1) as a Taylor series, it is not difficult to show that (4.1) may be written

$$
x=(v-1)\left[\sum_{j=0}^{\infty}(-1)^{j} \frac{(v-1)^{j}}{(j+1)(j+2)}\right]^{1 / 2}
$$

where the series on the right hand side converges absolutely and uniformly for $|v-1|<1$. Denote this right hand side by $h(v)$ and set $\phi(v, x)=x-h(v)$. Now $\phi(1,0)=0, \partial \phi /\left.\partial v\right|_{(1,0)}=-1 / \sqrt{2}$, and $\phi \in C^{\infty}$ at $(1,0)$. Therefore by the implicit function theorem there are open sets $U \subset \mathbb{R}^{2}$ and $W \subset \mathbb{R}$ and a function $g: W \rightarrow \mathbb{R}$ such that $g \in C^{\infty}$, $(1,0) \in U, 0 \in W, g(0)=1$, and $\phi(g(x), x)=0$ for every $x \in W$ (see [19, p.103]). Thus $v=g(x)$ is smooth about $x=0$.

Thus $v$ is smooth as a function of $x$ on $(-1,1]$, from which $v^{r}$ and $f_{r}$ are as well.
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## Smoothness at $x=-1$

It remains to examine smoothness at $x=-1$. At this point the role of the parameter $r$ becomes crucial and must be taken into account. When $r=1, v$ and $v^{\prime}=2 x / \log v$ are zero as $x \rightarrow-1^{+}$, while $v^{\prime \prime}=$ $2 / \log v-4 x^{2} /\left[v(\log v)^{3}\right] \rightarrow \infty$ there. Thus $v$ is once continuously differentiable at $x=-1$. Raising $v$ to the power $r>1$, on the other hand, forces $v^{r}$ to zero more rapidly as $x=\rightarrow-1^{+}$, and so has the effect of smoothing out the singularity there.

Begin with a simple calculus result: if $r \geq 0$ and $k \leq 0$ then

$$
\begin{align*}
\lim _{x \rightarrow-1^{+}}\left|x^{j} v^{r}(\log v)^{k}\right| & =\lim _{v \rightarrow 0^{+}} v^{r}|\log v|^{k} \\
& <\infty \tag{4.6}
\end{align*}
$$

With this in mind, consider the smoothness properties of the generalized function

$$
g(x)=x^{j} v^{r}(\log v)^{k}
$$

where $j$ and $k$ are integers and $r$ is real. Using (4.5) to differentiate $g(x)$ yields

$$
\begin{aligned}
& \frac{d}{d x}\left[x^{j} v^{r}(\log v)^{k}\right]= \\
& j x^{j-1} v^{r}(\log v)^{k}+2 r x^{j+1} v^{r-1}(\log v)^{k-1}+2 k x^{j+1} v^{r-1}(\log v)^{k-2}
\end{aligned}
$$

which can be abstracted as
$G(j, r, k) \xrightarrow{d / d x} j G(j-1, r, k)+2 r G(j+1, r-1, k-1)+2 k G(j+1, r-1, k-2)$.

In the present case, $v^{r}$ corresponds to $G(0, r, 0)$, while $f_{r}$ corresponds to $2 G(1, r,-1)$. Now beginning with $G(0, r, 0)$ and differentiating repeatedly, (4.7) shows that with each derivative, the $k$ component of any resulting $G$ terms remains zero or negative while the least $r$ component reduces by 1 . By (4.6), at least the first $\lfloor r\rfloor$ derivatives of $v^{r}$ are bounded as $x=\rightarrow-1^{+}$. The case $r=1$ shows that this bound is best possible. Since $f_{r}(x)=d / d x\left[v^{r+1} /(r+1)\right]$, it follows that $f_{r}$ has $\lfloor r\rfloor$ derivatives as well.

In summary
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## Theorem 4.1.

(i) $f_{r}(x)$ and $v^{r}$ are smooth on $(-1,1]$;
(ii) $f_{r}(x), f_{E, r}(x)$, and $v^{r}$ are in $C^{\lfloor r\rfloor}[-1,1]$.

Before proceeding to the examination of $f_{r}$ as a function of $\theta$, we end this section with a result which justifies the representation of $f_{r}$ in equation (3.15) by a uniformly convergent Chebyshev series:

Theorem 4.2. $f_{r}(x)$ is increasing on $[-1,1]$.
Proof of Theorem 4.2: It is enough to show $f_{r}^{\prime}(x) \geq 0$ on $(-1,1)$. Since

$$
f_{r}(x)=\frac{\sqrt{2} x v^{r}}{\log v}
$$

and $v^{r}$ is non negative and increasing, it is enough to show that

$$
h(x)=\frac{x}{\log v}
$$

is non negative and increasing. It is clear that $h(x)=v^{\prime}(x) / 2 \geq 0$. Now

$$
h^{\prime}(x)=\frac{\log v-2 x^{2} /(v \log v)}{(\log v)^{2}}
$$

so it is enough to show that the numerator

$$
\begin{aligned}
p(x) & =\log v-2 x^{2} /(v \log v) \\
& =\frac{v(\log (v))^{2}-2+2 v-2 v \log (v)}{v \log (v)}
\end{aligned}
$$

is non negative. But this last function is minimized when $v=1$ where $p(0)=0$, completing the proof.

Since $f_{r}(x)$ is increasing its total variation is $f_{r}(1)-f_{r}(-1)$, from which
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Corollary 4.1. $f_{r}(x)$ and $f_{E, r}(x)$ are functions of bounded variation on $[-1,1]$.

From the continuity of $f_{E, r}(x)$ and Corollary 4.1 it follows that $f_{E, r}(x)$ may be expressed as a uniformly convergent Chebyshev series on $[-1,1]$.

### 4.3 Smoothness of $v^{r}(\theta), f_{r}(\theta)$ and $f_{E, r}(\theta)$

By setting $x=\sin \theta$ and

$$
\frac{d}{d \theta}=\frac{d x}{d \theta} \frac{d}{d x}
$$

it follows easily from the previous section that $v^{r}(\theta), f_{r}(\theta)$ and $f_{E, r}(\theta)$ have at least $\lfloor r\rfloor$ continuous derivatives on $[-\pi / 2, \pi / 2]$. In fact, this argument shows that these functions are smooth on $(-\pi / 2, \pi / 2]$, with a singularity at $\theta=-\pi / 2$.

In this section, the precise order of the singularity of $f_{r}(\theta)$ (and consequently $\left.f_{E, r}(\theta)\right)$ at $\theta=-\pi / 2$ is determined. This will then be used to bound the growth of the Fourier coefficients $a_{k}(r)$. To do so, we proceed as in the Chebyshev setting and define a generalized function, although the generalization is slightly more complicated in this case.

### 4.3.1 Generalized $\boldsymbol{f}_{\boldsymbol{r}}(\boldsymbol{\theta})$

Define $G(\beta, j, k, l ; \theta)$ as

$$
\begin{equation*}
G(\beta, j, k, l ; \theta)=v^{\beta} \sin ^{j} \theta \cos ^{k} \theta(\log v)^{l}, \tag{4.8}
\end{equation*}
$$

where $\beta \in \mathbb{R}, j, k, l \in \mathbb{Z}$. Note that $f_{r}(\theta)=\sqrt{2} G(r, 1,0,-1 ; \theta)$. From tedious application of derivative rules and using the fact that

$$
v^{\prime}(\theta)=\frac{2 \sin \theta \cos \theta}{\log v}
$$
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$G(\beta, j, k, l ; \theta)$ has the derivative form

$$
\begin{align*}
\frac{d}{d \theta}[G(\beta, j, k, l ; \theta)]= & 2 \beta G(\beta-1, j+1, k+1, l-1 ; \theta) \\
& +j G(\beta, j-1, k+1, l ; \theta) \\
& -k G(\beta, j+1, k-1, l ; \theta) \\
& +2 l G(\beta-1, j+1, k+1, l-2 ; \theta) \tag{4.9}
\end{align*}
$$

Thus $G$ and its derivatives can always be written as a linear combination of functions of the form (4.8). The following lemmas will help to clarify the dependence of $G$ on $\beta, j, k$ and $l$. Begin with an easy result from calculus:

Lemma 4.1. Suppose $\beta \in \mathbb{R}$ and $l \in \mathbb{Z}$. Then

$$
\lim _{v \rightarrow 0^{+}} v^{\beta}|\log v|^{l}= \begin{cases}0 & \text { if } \beta>0 \\ \infty & \text { if } \beta<0 \\ 1 & \text { if } \beta=0, l=0 \\ \infty & \text { if } \beta=0, l>0 \\ 0 & \text { if } \beta=0, l<0\end{cases}
$$

From this follows
Lemma 4.2. Suppose $\beta \in \mathbb{R}$ and $j, k, l \in \mathbb{Z}$. Then
$\lim _{\theta \rightarrow-\pi^{+}} G(\beta, j, k, l ; \theta)=\left\{\begin{array}{ll}0 & \text { if } \beta+k / 2>0 \\ (-1)^{l+j} \cdot \infty & \text { if } \beta+k / 2<0 \\ (-1)^{l+j} & \text { if } \beta+k / 2=0 \text { and } k / 2+l=0 \\ (-1)^{l+j} \cdot \infty & \text { if } \beta+k / 2=0 \text { and } k / 2+l>0 \\ 0 & \text { if } \beta+k / 2=0 \text { and } k / 2+l<0 .\end{array}\right.$.
Proof of Lemma 4.2: Near $\theta=-\pi / 2$

$$
\cos \theta=v^{1 / 2}|1-\log v|^{1 / 2}
$$

Also recall that as $\theta \rightarrow-\pi / 2^{+}, v \rightarrow 0^{+}$. Now write
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$$
\begin{aligned}
\lim _{\theta \rightarrow-\frac{\pi^{+}}{2}} G(\beta, j, k, l ; \theta) & =\lim _{\theta \rightarrow-\frac{\pi^{+}}{2}} v^{\beta} \sin ^{j} \theta \cos ^{k} \theta(\log v)^{l} \\
& =\lim _{\theta \rightarrow-\frac{\pi^{+}}{2}} v^{\beta} v^{k / 2}|1-\log v|^{k / 2} \sin ^{j} \theta|\log v|^{l}(-1)^{l} \\
& =\lim _{\theta \rightarrow-\frac{\pi^{+}}{}+} v^{\beta+k / 2}|\log v|^{l+k / 2}(-1)^{l+j}
\end{aligned}
$$

and use Lemma (4.1).

The next section shows how to use these lemmas to determine lower bounds on the order to which $G$ is continuously differentiable at $-\pi / 2$.

### 4.3.2 Derivatives of $G(\beta, j, k, l ; \theta)$

To apply the results of the previous section to $f_{r}$, abstract the process of differentiating $G(\beta, j, k, l ; \theta)$ as follows. Identify with $G(\beta, j, k, l ; \theta)$ the monomial $x^{\beta} y^{j} z^{k} w^{l}$, and view differentiation of $G(\beta, j, k, l ; \theta)$ as the linear mapping :

$$
\begin{align*}
D: x^{\beta} y^{j} z^{k} w^{l} \mapsto & 2 \beta x^{\beta-1} y^{j+1} z^{k+1} w^{l-1} \\
& +j x^{\beta} y^{j-1} z^{k+1} w^{l} \\
& -k x^{\beta} y^{j+1} z^{k-1} w^{l} \\
& +2 l x^{\beta-1} y^{j+1} z^{k+1} w^{l-2} . \tag{4.10}
\end{align*}
$$

Higher order derivatives of $G(\beta, j, k, l ; \theta)$ are then obtained recursively as $D^{2}=D \circ D, D^{3}=D \circ D \circ D$, etc. For consistency, let $D^{0}$ denote the identity mapping.

### 4.3.3 Application to $f_{r}$

We arrive finally at the analysis of $f_{r}$.
Theorem 4.3. $f_{r}(\theta)$ is continuous, increasing and hence of bounded variation on $[-\pi / 2, \pi / 2]$.
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Proof of Theorem 4.3: This follows from Theorems 4.2 and 4.1 upon writing $x=\sin \theta$ and

$$
\frac{d f_{r}}{d \theta}=\frac{d f_{r}}{d x} \frac{d x}{d \theta} .
$$

Theorem 4.4. $f_{r}(\theta)$ has $\lfloor 2 r\rfloor$ continuous derivatives at $\theta=-\pi / 2$.
Proof of Theorem 4.4: Using the notation of Section (4.3.1), write $f_{r}(\theta) / \sqrt{2}=G(r, 1,0,-1 ; \theta)$. By Lemma 4.2, $f_{r}$ is continuous at $\theta=$ $-\pi / 2$ for $r \geq 0$. Now consider the associated sequence

$$
\begin{equation*}
D^{0}\left(x^{r} y^{1} z^{0} w^{-1}\right), D^{1}\left(x^{r} y^{1} z^{0} w^{-1}\right), D^{2}\left(x^{r} y^{1} z^{0} w^{-1}\right), \ldots \tag{4.11}
\end{equation*}
$$

The task is to determine the least $n$ such that $D^{n+1}\left(x^{r} y^{1} z^{0} w^{-1}\right)$ contains a term whose powers meet one of the $\infty$ conditions in Lemma 4.2. $G(\beta, j, k, l ; \theta)$ will then be $n$-times continuously differentiable at $-\pi / 2$.

Observe first that the third and fourth conditions of Lemma 4.2 $(\beta+k / 2=0$ and $k / 2+l \geq 0)$ can never be satisfied by a term of one of the $D^{n}\left(x^{r} y^{1} z^{0} w^{-1}\right)$ in the sequence (4.11), since these conditions imply $\beta-l \leq 0$, which translates into $\operatorname{deg}(x)-\operatorname{deg}(w) \leq 0$ in some term of $D^{n}\left(x^{r} y^{1} z^{0} w^{-1}\right)$. But $\operatorname{deg}(x)-\operatorname{deg}(w)=r+1>0$ in $D^{0}$ and (4.10) implies this quantity is non-decreasing with $n$.

The only other $\infty$ condition in Lemma 4.2 is satisfied when $\operatorname{deg}(x)+$ $\operatorname{deg}(z) / 2<0$ for a term in some $D^{n}\left(x^{r} y^{1} z^{0} w^{-1}\right)$. In $D^{0}$, $\operatorname{deg}(x)+$ $\operatorname{deg}(z) / 2=r \geq 0$. Equation (4.10) implies that the least value of $\operatorname{deg}(x)+\operatorname{deg}(z) / 2$ taken over the summands of $D^{n}\left(x^{r} y^{1} z^{0} w^{-1}\right)$ decreases by at most $1 / 2$ with each increase in $n$. Further, since $\operatorname{deg}(w)=-1$ in $D^{0}$, the fourth term of (4.10) guarantees that this decrease will indeed occur with each $n$. Thus, it is enough to determine the largest integer $n$ such that $r-n(1 / 2) \geq 0$, which is the largest $n$ such that $n \leq 2 r$, i.e. $n=\lfloor 2 r\rfloor$. In other words, for $r \geq 0, f_{r}(\theta)$ has $\lfloor 2 r\rfloor$ continuous derivatives. Lemma 4.2 also gives that all of these $\lfloor 2 r\rfloor$ derivatives are zero.

Theorem 4.5. $f_{r}^{(n)}(\pi / 2)=0$ for $n$ a positive odd integer.
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Proof of Theorem 4.5: Again identify $f_{r}(\theta) / \sqrt{2}$ with $G(r, 1,0,-1 ; \theta)$ and consider the associated sequence of derivatives

$$
D^{0}\left(x^{r} y^{1} z^{0} w^{-1}\right), D^{1}\left(x^{r} y^{1} z^{0} w^{-1}\right), D^{2}\left(x^{r} y^{1} z^{0} w^{-1}\right), \ldots
$$

By (4.10), each term of every odd order derivative has $\operatorname{deg}(z)>0$. Thus each term of every odd order derivative has a factor of $\cos \theta$ which is zero at $\theta=\pi / 2$.

Theorem 4.6. $f_{r}^{(n)} \in L^{1}[-\pi / 2, \pi / 2]$ where $n=\lceil 2 r\rceil$.
Proof of Theorem 4.6: It has been established that $f$ is smooth on $(-\pi / 2, \pi / 2]$, so it is sufficient to bound the growth of $f_{r}^{(n)}$ as $\theta \rightarrow-\pi / 2^{+}$. Again it is easiest to work with the generalized $f_{r}$ as given in Section 4.3.1, from which it is not difficult to determine conditions on $\beta, j, k$ and $l$ which guarantee summability of the integral. Beginning with

$$
\begin{aligned}
I & =\int_{-\pi / 2}^{\pi / 2}|G(\beta, j, k, l ; \theta)| d \theta \\
& =\int_{-\pi / 2}^{\pi / 2}\left|\frac{v^{\beta} \sin ^{j} \theta \cos ^{k} \theta}{(\log v)^{l}}\right| d \theta
\end{aligned}
$$

change to $v$ variables with the substitution $v(1-\log v)=\cos ^{2} \theta$ :

$$
\begin{aligned}
I & =\int_{0}^{e}\left|\frac{v^{\beta}[1-v(1-\log v)]^{j / 2}[v(1-\log v)]^{k / 2} \log v}{(\log v)^{l}[1-v(1-\log v)]^{1 / 2}[v(1-\log v)]^{1 / 2}}\right| d v \\
& =\int_{0}^{e} v^{\beta}[1-v(1-\log v)]^{(j-1) / 2}[v(1-\log v)]^{(k-1) / 2}|\log v|^{1-l} d v
\end{aligned}
$$

As $v \rightarrow 0^{+}$, the integrand is $O\left(v^{\beta+k / 2-1 / 2}(\log v)^{k / 2-l+1 / 2}\right)$. Provided $\beta+k / 2-1 / 2>-1$, that is, $\beta+k / 2+1 / 2>0$, the integral converges.

In the case at hand of $f_{r}(\theta)=\sqrt{2} G(r, 1,0,-1 ; \theta)$, the exponent $\beta+k / 2-1 / 2$ starts off at $r-1 / 2$ and decreases by $1 / 2$ with each derivative as (4.10) shows. Thus if $n$ is chosen to be the largest integer such that

$$
r-1 / 2-n(1 / 2)>-1
$$
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then convergence of $\int_{-\pi / 2}^{\pi / 2}\left|f_{r}^{(n)}\right| d \theta$ is guaranteed. That is, if $n$ is the largest integer such that $n<2 r+1$, which is just $\lceil 2 r\rceil$, then $f_{r}^{(n)} \in$ $L^{1}[-\pi / 2, \pi / 2]$.

The results of Theorems 4.3, 4.4, 4.5 and 4.6 extend easily to the even part of $f_{r}$ :

Corollary 4.2. Suppose $r \geq 0$ and

$$
f_{E, r}(\theta)=\frac{f_{r}(\theta)+f_{r}(-\theta)}{2}
$$

Then
(i) $f_{E, r}$ is a continuous function of bounded variation on $[-\pi / 2, \pi / 2]$ such that $f_{E, r}(-\pi / 2)=f_{E, r}(\pi / 2)=e^{r} / \sqrt{2}$ and $f_{E, r}(0)=1$;
(ii) $f_{E, r} \in C^{n}[-\pi / 2, \pi / 2]$, where $n=\lfloor 2 r\rfloor$, and $f_{E, r}^{(n)}(-\pi / 2)=f_{E, r}^{(n)}(\pi / 2)=$ 0 for $n \leq\lfloor 2 r\rfloor$ an odd integer;
(iii) $f_{E, r}^{(n)} \in L^{1}[-\pi / 2, \pi / 2]$, where $n=\lceil 2 r\rceil$.

### 4.4 Fourier Series and Growth Order of Coefficients

We conclude this chapter with the application of Corollary 4.2 to the justification of the replacement of $f_{E, r}$ by its Fourier series in equation (3.8), and to the estimate of the growth order of the Fourier coefficients $a_{k}(r)$ in equation (1.1).

First of all, from (i) of Corollary 4.2 it follows that $f_{E, r}$ has a Fourier series expansion which converges uniformly on $[-\pi / 2, \pi / 2]$ (see [25]). Since $f_{E, r}(\theta)$ is even, this series will contain only cosine terms. Thus

$$
f_{E, r}(\theta)=\frac{1}{2} a_{0}(r)+\sum_{k=1}^{\infty} a_{k}(r) \cos (2 k \theta)
$$
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for coefficients

$$
a_{k}(r)=\frac{2}{\pi} \int_{-\pi / 2}^{\pi / 2} f_{E, r}(\theta) \cos (2 k \theta) d \theta
$$

By substituting $\theta=\pi / 2$ and $\theta=0$ at this stage we get

$$
\frac{e^{r}}{\sqrt{2}}=\frac{1}{2} a_{0}(r)+\sum_{k=1}^{\infty}(-1)^{k} a_{k}(r)
$$

and

$$
\begin{equation*}
1=\frac{1}{2} a_{0}(r)+\sum_{k=1}^{\infty} a_{k}(r) \tag{4.12}
\end{equation*}
$$

useful facts for testing the accuracy of computed $a_{k}(r)$ 's and examining the error later.

Conclusions (ii) and (iii) of Corollary 4.2 allow the determination of a growth bound on the $a_{k}(r)$ :
Theorem 4.7. As $k \rightarrow \infty, a_{k}(r)=O\left(k^{-\lceil 2 r\rceil}\right)$.
Proof of Theorem 4.7: Beginning with

$$
a_{k}(r)=\frac{2}{\pi} \int_{-\pi / 2}^{\pi / 2} f_{E, r}(\theta) \cos (2 k \theta) d \theta
$$

integrate by parts $n=\lceil 2 r\rceil$ times to get

$$
\begin{equation*}
a_{k}(r)=\frac{(-1)^{\lceil r\rceil}}{(2 k)^{n}} \frac{2}{\pi} \int_{-\pi / 2}^{\pi / 2} f_{E, r}^{(n)}(\theta)\{\cos (2 k \theta) \mid \sin (2 k \theta)\}_{n} d \theta \tag{4.13}
\end{equation*}
$$

Here

$$
\{\cos (2 k \theta) \mid \sin (2 k \theta)\}_{n}= \begin{cases}\cos (2 k \theta) & \text { if }\lceil 2 r\rceil \text { is even }, \\ \sin (2 k \theta) & \text { if }\lceil 2 r\rceil \text { is odd. }\end{cases}
$$

From (4.13) it follows that

$$
\left|a_{k}(r)\right| \leq \frac{1}{(2 k)^{n}} \frac{2}{\pi} \int_{-\pi / 2}^{\pi / 2}\left|f_{E, r}^{(n)}(\theta)\right| d \theta
$$

whence

$$
\begin{equation*}
a_{k}(r)=O\left(k^{-\lceil 2 r\rceil}\right) \tag{4.14}
\end{equation*}
$$

## Chapter 5

## Analytic Continuation of Main Formula

At the end of the derivation of the main formula (1.1) in Section 3.1, it was noted that convergence of the series $S_{r}(z)=\sum^{\prime} a_{k}(r) H_{k}(z)$ could be extended to the left of the line $\operatorname{Re}(z)=-1 / 2$. In this chapter this statement is made precise by proving in detail that the series converges absolutely and uniformly compact subsets of the half plane $\operatorname{Re}(z)>$ $-r$ excluding the negative integers. It is then shown that the main formula (1.1) is analytic, and thus defines $\Gamma(z+1)$ in this region.

Begin with some notation:
Definition 5.1. For $r \geq 0$, define the open set

$$
\Omega_{r}=\{z \in \mathbb{C} \mid \operatorname{Re}(z)>-r \text { and } z \neq-1,-2,-3, \ldots\}
$$

### 5.1 Domain of Convergence of $\boldsymbol{S}_{r}(z)$

Theorem 5.1. Suppose $r \geq 0$. Then the series

$$
S_{r}(z)=\sum_{k=0}^{\infty} a_{k}(r) H_{k}(z)
$$

converges absolutely and uniformly on every compact $K \subset \Omega_{r}$. Consequently, the series defines an analytic function on $\Omega_{r}$.

Proof of Theorem 5.1: First, observe that each term of the series is analytic on $\Omega_{r}$. Now suppose $K$ is a compact subset of $\Omega_{r}$, let $\bar{D}(0, R)$
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be a closed disk of radius $R$ containing $K$, and let $\delta$ be the distance between $K$ and $\mathbb{C} \backslash \Omega_{r}$.

It will first be shown that $\left|H_{k}(z)\right|=O\left(k^{2 r-2 \delta-1}\right)$ on $K$. For $k>R$, by the reflection formula (2.10),

$$
\begin{aligned}
H_{k}(z) & =\frac{\Gamma(z+1) \Gamma(z+1)}{\Gamma(z+1+k) \Gamma(z+1-k)} \\
& =\frac{(-1)^{k+1}[\Gamma(z+1)]^{2} \sin (\pi z)}{\pi} \frac{\Gamma(1-z+k)}{\Gamma(1+z+k)(k-z)} \\
& =h(z) \frac{\Gamma(1-z+k)}{\Gamma(1+z+k)(k-z)}, \quad \text { say. }
\end{aligned}
$$

Now $h(z)$ is analytic on $\Omega_{r}$, so $|h(z)|$ is bounded on $K$ since $K$ is compact. It remains to bound the second factor. For $k>R, 1-z+k$ and $1+z+k$ lie in the right half plane $\operatorname{Re}(z) \geq 0$, so using Stirling's formula to replace the gamma functions in the fraction,

$$
\begin{aligned}
& \frac{\Gamma(1-z+k)}{\Gamma(1+z+k)(k-z)} \\
= & \frac{\sqrt{2 \pi} e^{z-k}(k-z)^{k-z+1 / 2}\left(1+\delta_{1}(k)\right)}{\sqrt{2 \pi} e^{-z-k}(k+z)^{k+z+1 / 2}\left(1+\delta_{2}(k)\right)} \frac{1}{(k-z)} \\
= & e^{2 z}\left(\frac{k-z}{k+z}\right)^{k}\left[\frac{1}{(k-z)(k+z)}\right]^{z}\left(\frac{k-z}{k+z}\right)^{1 / 2} \frac{1}{(k-z)} \frac{\left(1+\delta_{1}(k)\right)}{\left(1+\delta_{2}(k)\right)}
\end{aligned}
$$

where $\delta_{j}(k) \rightarrow 0$ as $k \rightarrow \infty$ and the $\delta_{j}$ do not depend on $z$. Selecting
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$z \in \bar{D}(0, R)$ to make this last expression as large as possible,

$$
\begin{aligned}
& \left|\frac{\Gamma(1-z+k)}{\Gamma(1+z+k)(k-z)}\right| \\
\leq & e^{2 R}\left(\frac{k+R}{k-R}\right)^{k}\left(\frac{k+R}{k-R}\right)^{1 / 2} \frac{\left(1+\delta_{1}(k)\right)}{\left(1+\delta_{2}(k)\right)} \frac{1}{(k-R)^{2 \sigma+1}} \\
\leq & e^{2 R}\left(\frac{k+R}{k-R}\right)^{k}\left(\frac{k+R}{k-R}\right)^{1 / 2} \frac{\left(1+\delta_{1}(k)\right)}{\left(1+\delta_{2}(k)\right)} \frac{1}{(k-R)^{2(-r+\delta)+1}} \\
= & O\left(k^{2 r-2 \delta-1}\right) .
\end{aligned}
$$

This last inequality follows since, as $k \rightarrow \infty$,

$$
e^{2 R}\left(\frac{k+R}{k-R}\right)^{k}\left(\frac{k+R}{k-R}\right)^{1 / 2} \frac{\left(1+\delta_{1}(k)\right)}{\left(1+\delta_{2}(k)\right)} \rightarrow e^{4 R}
$$

Recalling that $|h(z)|$ is bounded, the conclusion is

$$
\left|H_{k}(z)\right|=O\left(k^{2 r-2 \delta-1}\right)
$$

on $K$.
Since $\left|a_{k}(r)\right|=O\left(k^{-\lceil 2 r\rceil}\right)$ from Theorem 4.7, it then follows that

$$
\begin{aligned}
\left|a_{k}(r) H_{k}(z)\right| & =O\left(k^{2 r-\lceil 2 r\rceil-1-2 \delta}\right) \\
& =O\left(k^{-1-2 \delta}\right)
\end{aligned}
$$

whence, for some positive constant $A$ and any $n \geq 1$

$$
\sum_{k=n}^{\infty}\left|a_{k}(r) H_{k}(z)\right| \leq A \sum_{k=n}^{\infty} \frac{1}{k^{1+2 \delta}}<\infty
$$

completing the proof.
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### 5.2 Analytic Continuation

Theorem 5.2. For $r \geq 0$, the function

$$
\sqrt{2 \pi}(z+r+1 / 2)^{z+1 / 2} e^{-(z+r+1 / 2)} \sum_{k=0}^{\infty} a_{k}(r) H_{k}(z)
$$

is analytic on $\Omega_{r}$.
Proof of Theorem 5.2: The factor $\sqrt{2 \pi}(z+r+1 / 2)^{z+1 / 2}$ is analytic since $\operatorname{Re}(z+r+1 / 2)>0$ on $\Omega_{r}$. The factor $\exp [-(z+r+1 / 2)]$ is entire. The series factor is analytic by Theorem 5.1.

Theorem 5.3.

$$
\Gamma(z+1)=\sqrt{2 \pi}(z+r+1 / 2)^{z+1 / 2} e^{-(z+r+1 / 2)} \sum_{k=0}^{\prime} a_{k}(r) H_{k}(z)
$$

on $\Omega_{r}$.

Proof of Theorem 5.3: The right hand side is analytic on $\Omega_{r}$ and equals $\Gamma(z+1)$ on $\operatorname{Re}(z)>-1 / 2$. Hence by the principle of analytic continuation, it equals $\Gamma(z+1)$ throughout $\Omega_{r}$.

### 5.3 Additional Remarks

In his original paper, in reference to the main formula (1.1), Lanczos remarks simply:

It is of interest to observe, however, that the convergence of the infinite expansion extends even to the negative realm and is in fact limited by the straight line

$$
\operatorname{Re}(z)>-(r+1 / 2)
$$
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This is most certainly true. Indeed, with $r=0$ this bound is in agreement with the bound given following equation (3.11). However, the proof of Lanczos' bound eludes me.

Observe that $S_{r}(z)$ may be expressed

$$
S_{r}(z)=\Gamma(z+1)(2 \pi)^{-1 / 2}(z+r+1 / 2)^{-(z+1 / 2)} e^{z+r+1 / 2}
$$

and that, except for the simple poles at $z=-1,-2, \ldots$ which are present on both sides of the equation, $z=-r-1 / 2$ is the first singularity encountered as $z$ moves into the left-hand plane. Lanczos' statement seems to be based on a principle similar to that for the power series of an analytic function, that the radius of convergence of the series extends to the first singularity. Closer in spirit is a result from the theory of Dirichlet series: suppose $f(s)$ is an analytic function on the half plane $\operatorname{Re}(s)>c_{1}$, and $f(s)$ is expressible as a series $f(s)=\sum_{k=1}^{\infty} q_{k} k^{-s}$ on $\operatorname{Re}(s) \geq c_{2} \geq c_{1}$, where the coefficients $q_{k}$ are eventually positive. Then the series actually converges on the larger set $\operatorname{Re}(s)>c_{1}$.

The best that can be achieved with the techniques used here is convergence on $\operatorname{Re}(z)>-\lceil 2 r\rceil / 2$, a slight improvement over Theorem 5.3. If the bound $a_{k}(r)=O\left(k^{-\lceil 2 r\rceil}\right)$ could be improved to $a_{k}(r)=$ $O\left(k^{-(2 r+1)}\right)$ then the theorem would give absolute and uniform convergence of $S_{r}(z)$ on compact subsets of $\operatorname{Re}(z)>-(r+1 / 2)$. Numerical checks do support this slightly more rapid rate of decrease. For example, in Figure 5.1, $-\log \left|a_{k}(r) k^{2 r+1}\right|$ is compared against $-\log \left|a_{k}(r) k^{[2 r\rceil}\right|$, for the first 150 coefficients with $r=1.25\left(-\log \left|a_{k}(r)\right|\right.$ is also plotted for reference). Of the two lower curves, the flatter one corresponding to $-\log \left|a_{k}(r) k^{2 r+1}\right|$ indicates the tighter bound.

The difficulty lies in finding a more precise bound on the Fourier coefficients than the rather cumbersome estimate $a_{k}(r)=O\left(k^{-\lceil 2 r\rceil}\right)$. To do this requires a better understanding of the asymptotic behaviour of $f_{r}(\theta)$ about the singularity $\theta=-\pi / 2$. Letting $h=(\theta+\pi / 2)^{2}$, it is true that

$$
f_{r}(\theta) \sim \sqrt{2} \frac{h^{r}}{(-\log h)^{r+1}}
$$

as $\theta \rightarrow-\pi / 2$. These two functions have the same number of derivatives there, so the asymptotic tendency of their Fourier coefficients should be the same. The asymptotic behaviour of the Fourier coefficients of $h^{r} /(-\log h)^{r+1}$ does not appear straightforward, however.
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Figure 5.1: Growth of $a_{k}(r), k^{-(2 r+1)}$, and $k^{-\lceil 2 r\rceil}$ with $r=1.25$

## Chapter 6

## Computing the Coefficients

In order to use the formula (1.1) in practice, the Fourier coefficients $a_{k}(r)$ must first be determined. The method given by Fourier theory, namely the direct integration

$$
\begin{equation*}
a_{k}(r)=\frac{2}{\pi} \int_{-\pi / 2}^{\pi / 2} f_{E, r}(\theta) \cos (2 k \theta) d \theta \tag{6.1}
\end{equation*}
$$

in not practical due to the complicated nature of the factor $f_{E, r}(\theta)$ in the integrand. There are, however, a number of other methods for computing the $a_{k}(r)$, and in this chapter these various methods are discussed along with some comments on their practicality.

The first method is that of Lanczos as described in Chapter 1. The second method is a recursive procedure which uses nested calculations similar to Horner's rule for increased efficiency. This method was found to work very well in practice, and was used for most large scale calculations and numerical investigations. These first two methods rely on the fact that $\Gamma(z+1)$ is explicitly known at the integers and half integers. The third method is another recursive procedure based on the identity $\Gamma(z+1)=z \Gamma(z)$. The fourth method uses the Chebyshev version of a finite Fourier transform on the closed form expression for $f_{E, r}$ from Section 4.1.2. This last method is essentially a numerical approximation of the integral (6.1).

### 6.1 The Lanczos Method

The first method for finding the $a_{k}(r)$ is the clever and elegant method of Lanczos, as given in his original paper, but carried out in the Chebyshev setting which simplifies it slightly. (Recall that $a_{k}(r)=(-1)^{k} c_{k}(r)$.)

## Chapter 6. Computing the Coefficients

First define $\mathcal{F}_{r}(z)$ as the integral function

$$
\mathcal{F}_{r}(z)=\int_{-1}^{1}\left(1-x^{2}\right)^{z} f_{E, r}(x) \frac{d x}{\sqrt{1-x^{2}}}
$$

appearing in equation (3.14), and notice by this same equation that $\mathcal{F}_{r}$ can also be written

$$
\mathcal{F}_{r}(z)=2^{-1 / 2} \Gamma(z+1 / 2)(z+r+1 / 2)^{-z-1 / 2} \exp (z+r+1 / 2) .
$$

Now denote the $2 k^{\text {th }}$ Chebyshev polynomial by $T_{2 k}(x)=\sum_{j=0}^{k} C_{2 j, 2 k} x^{2 j}$, and from (B.2) the coefficients in the Chebyshev series are defined as

$$
c_{k}(r)=\frac{2}{\pi} \int_{-1}^{1} f_{E, r}(x) T_{2 k}(x) \frac{d x}{\sqrt{1-x^{2}}} .
$$

The Chebyshev series coefficients are then given by

$$
\begin{align*}
c_{k}(r) & =\frac{2}{\pi} \int_{-1}^{1} f_{E, r}(x) T_{2 k}(x) \frac{d x}{\sqrt{1-x^{2}}} \\
& =\frac{2}{\pi} \int_{-1}^{1} f_{E, r}(x)\left[\sum_{j=0}^{k} C_{2 j, 2 k} x^{2 j}\right] \frac{d x}{\sqrt{1-x^{2}}} \\
& =\frac{2}{\pi} \int_{-1}^{1} f_{E, r}(x)\left[(-1)^{k} \sum_{j=0}^{k} C_{2 j, 2 k}\left(1-x^{2}\right)^{j}\right] \frac{d x}{\sqrt{1-x^{2}}} \quad \text { using (B.3) } \\
& =(-1)^{k} \frac{2}{\pi} \sum_{j=0}^{k} C_{2 j, 2 k} \int_{-1}^{1}\left(1-x^{2}\right)^{j} f_{E, r}(x) \frac{d x}{\sqrt{1-x^{2}}} \\
& =(-1)^{k} \frac{2}{\pi} \sum_{j=0}^{k} C_{2 j, 2 k} \mathcal{F}_{r}(j) \tag{6.2}
\end{align*}
$$

With a ready list of Chebyshev polynomial coefficients and precomputed $\mathcal{F}_{r}$ values, (6.2) can be concisely expressed

$$
\frac{2}{\pi}\left[\begin{array}{cccc}
C_{0,0} & & & \\
C_{0,2} & C_{2,2} & & \\
\vdots & & & \\
C_{0,2 k} & C_{2,2 k} & \cdots & C_{2 k, 2 k}
\end{array}\right]\left[\begin{array}{c}
\mathcal{F}_{r}(0) \\
\mathcal{F}_{r}(1) \\
\vdots \\
\mathcal{F}_{r}(k)
\end{array}\right]=\left[\begin{array}{c}
c_{0}(r) \\
-c_{1}(r) \\
\vdots \\
(-1)^{k} c_{k}(r)
\end{array}\right]
$$
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In other words, $c_{k}(r)$ is simply a weighted sum of $\mathcal{F}_{r}$ values over the first $k$ integers, where the weights are Chebyshev polynomial coefficients. This is yet another peculiar feature of Lanczos' paper: the coefficients of the approximating series $S_{r}(z)$ are in terms of the very function being approximated. From this point of view, $S_{r}(z)$ is the infinite interpolation of $(2 \pi)^{-1 / 2} \Gamma(z+1)(z+r+1 / 2)^{-z-1 / 2} \exp (z+r+1 / 2)$ by rational functions $H_{k}(z)$.

To get an explicit form for the coefficients, an expression for the coefficients $C_{2 j, 2 k}$ is required. For $j=0, C_{0,2 k}=(-1)^{k}$, while for $j \geq 1$

$$
C_{2 j, 2 k}=(-1)^{k-j} \frac{k}{k+j}\binom{k+j}{k-j} 4^{j} .
$$

Using this in equation (6.2) yields $c_{0}(r)=\sqrt{2 e /[\pi(r+1 / 2)]} e^{r}$ and

$$
c_{k}(r)=\sqrt{\frac{2}{\pi}} e^{r} k \sum_{j=0}^{k}(-1)^{j} \frac{(k+j-1)!}{(k-j)!j!}\left(\frac{e}{j+r+1 / 2}\right)^{j+1 / 2}
$$

The corresponding $a_{k}(r)$ appearing in (1.1) are then $a_{k}(r)=(-1)^{k} c_{k}(r)$.
Although this method provides a convenient closed form for computing individual coefficients, it has the drawback of requiring generous floating point precision to handle the addition of large values of alternating sign which arise in intermediate calculations. This problem can be partially overcome with the observation that each summand of (6.2) contains a factor of $\exp (r)$, so this term can be factored out to reduce the size of intermediate calculations. Even so, the problem persists. For example, consider the calculation of $c_{6}(6)$ using (6.2). In Table 6.1 the individual terms are listed; note the order of the largest scaled summands. Yet the sum of the last column is only $1.711 \times 10^{-10}$, which when multiplied by $2 e^{6} / \pi$, yields $c_{6}(6) \doteq 0.00000004396$.

### 6.2 A Horner Type Method

This method is based on the simple observation that the series $S_{r}(z)$ of (1.2) terminates if $z$ is a non-negative integer. Thus the $a_{n}(r)$ can be recursively determined by successively setting $z=0,1,2 \ldots$, etc. Specifically, defining

$$
\begin{equation*}
F_{r}(z)=\Gamma(z+1)(z+r+1 / 2)^{-(z+1 / 2)} e^{z+r+1 / 2}(2 \pi)^{-1 / 2} \tag{6.3}
\end{equation*}
$$
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| $j$ | $C_{2 j, 12}$ | $\mathcal{F}_{6}(j) / e^{6}$ | $C_{2 j, 12} \mathcal{F}_{6}(j) / e^{6}$ |
| :---: | ---: | :---: | :---: |
| 0 | 1 | .810495300735 | .810495300735 |
| 1 | -72 | .136735023817 | -9.844921714804 |
| 2 | 840 | .054363835840 | 45.665622105199 |
| 3 | -3584 | .029448235581 | -105.542476320579 |
| 4 | 6912 | .018797607523 | 129.929063197172 |
| 5 | -6144 | .013277713616 | -81.578272459508 |
| 6 | 2048 | .010039301705 | 20.560489891957 |

Table 6.1: Scaled summands of $c_{6}(6)$
then (1.1) may be stated ${ }^{1}$

$$
F_{r}(z)=\left[\frac{1}{2} a_{0}(r)+a_{1}(r) \frac{z}{z+1}+a_{2}(r) \frac{z(z-1)}{(z+1)(z+2)}+\cdots\right]
$$

from which the coefficients can be efficiently found using a type of Horner procedure:

$$
\begin{aligned}
& a_{0}=2 F_{r}(0) \\
& a_{1}=\left(F_{r}(1)-\frac{a_{0}}{2}\right) \frac{2}{1} \\
& a_{2}=\left(\left(F_{r}(2)-\frac{a_{0}}{2}\right) \frac{3}{2}-a_{1}\right) \frac{4}{1}
\end{aligned}
$$

and in general, for $n \geq 3$,
$a_{n}(r)=\left(\left(\left(\left(F_{r}(n)-\frac{a_{0}}{2}\right) \frac{n+1}{n}-a_{1}\right) \frac{n+2}{n-1}-a_{2}\right) \frac{n+3}{n-2}-\cdots-a_{n-1}\right) \frac{2 n}{1}$.

Although not very efficient for computing a single $a_{n}(r)$ value, it proves quite practical and easy to program when a list of coefficients (for a given value of $r$ ) is required, as is most often the case.

[^3]
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### 6.3 Another Recursion Formula

Recall that the Lanczos formula (1.1) is a convergent formula for the gamma function. As such, it inherits the standard properties of this function, in particular the fundamental recursion $\Gamma(z+1)=z \Gamma(z)$.

Recall the notation for the rational functions appearing in the infinite series of (1.1): $H_{0}(z)=1$, and for $k \geq 1$ an integer,

$$
\begin{align*}
H_{k}(z) & =\frac{\Gamma(z+1) \Gamma(z+1)}{\Gamma(z-k+1) \Gamma(z+k+1)} \\
& =\frac{z \cdots(z-k+1)}{(z+1) \cdots(z+k)} . \tag{6.5}
\end{align*}
$$

It is a simple exercise to deduce the following relationships:

$$
\begin{equation*}
H_{k}(N-1)=\frac{(N-k)(N+k)}{N^{2}} H_{k}(N), \quad 0 \leq k \leq N-1 \tag{6.6}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{k}(N)=\frac{(2 N)!}{(N-k)!(N+k)!} H_{N}(N), \quad 0 \leq k \leq N . \tag{6.7}
\end{equation*}
$$

Now

$$
\begin{equation*}
\Gamma(z+1)=(z+r+1 / 2)^{z+1 / 2} e^{-(z+r+1 / 2)} \sqrt{2 \pi} \sum_{k=0}^{\infty} a_{k}(r) H_{k}(z) \tag{6.8}
\end{equation*}
$$

and

$$
z \Gamma(z)=z(z+r-1 / 2)^{z-1 / 2} e^{-(z+r-1 / 2)} \sqrt{2 \pi} \sum_{k=0}^{\infty} a_{k}(r) H_{k}(z-1) .
$$

By the fundamental recursion, the right hand sides of these two equations are equal, from which it follows that

$$
\begin{equation*}
1=\frac{e z(z+r-1 / 2)^{z-1 / 2} \sum^{\prime} a_{k}(r) H_{k}(z-1)}{(z+r+1 / 2)^{z+1 / 2} \sum^{\prime} a_{k}(r) H_{k}(z)} \tag{6.9}
\end{equation*}
$$

For $a_{0}(r)$, set $z=0$ in equation (6.8) to get $a_{0}(r)=\sqrt{2 e /[\pi(r+1 / 2)]} e^{r}$. For $N \geq 1$, set $z=N$ in (6.9). Both series then terminate, one at the

## Chapter 6. Computing the Coefficients

$N-1$ term while the other at the $N$ th term. Isolating $a_{N}(r)$ and simplifying using (6.6) and (6.7) then yields

$$
a_{N}(r)=(2 N)!\sum_{k=0}^{N-1}\left[e\left(\frac{N+r-1 / 2}{N+r+1 / 2}\right)^{N-1 / 2} \frac{(N-k)(N+k)}{N(N+r+1 / 2)}-1\right] \frac{a_{k}(r)}{(N-k)!(N+k)!} .
$$

As with the Horner type of method, this method is not very efficient for computing a single $a_{n}(r)$ value, but is more practical due to recycling of previous computations when a list of coefficients is required.

### 6.4 Discrete Fourier Transform

The final method discussed is that of the discrete Fourier transform, but in the Chebyshev setting. This method takes advantage of the closed form formula for $f_{E, r}(x)$ determined in Section 4.1.2. The general properties of discrete (or finite) Fourier transforms are explained, followed by the equivalent treatment in the Chebyshev setting.

### 6.4.1 Finite Fourier Series

The method is based on the principle that the family of exponential functions $\{\exp (2 \pi i k x)\}_{k=-\infty}^{\infty}$ is orthogonal not only with respect to integration over $[0,1]$, but also with respect to summation over equispaced data on this interval. Specifically, in the case of integrals

$$
\int_{0}^{1} e^{2 \pi i n x} e^{-2 \pi i m x} d x= \begin{cases}1 & \text { if } n=m  \tag{6.10}\\ 0 & \text { else }\end{cases}
$$

For the discrete analogue, fix an integer $N \geq 2$ and consider the values $x_{j}=j / N, j=1, \ldots, N$ in $[0,1]$. Then for $1 \leq n, m \leq N$,

$$
\frac{1}{N} \sum_{j=1}^{N} e^{2 \pi i n x_{j}} e^{-2 \pi i m x_{j}}= \begin{cases}1 & \text { if } n=m  \tag{6.11}\\ 0 & \text { else }\end{cases}
$$

More generally, for $n, m \in \mathbb{Z}$,

$$
\frac{1}{N} \sum_{j=1}^{N} e^{2 \pi i n x_{j}} e^{-2 \pi i m x_{j}}= \begin{cases}1 & \text { if } n \equiv m \quad(\bmod N)  \tag{6.12}\\ 0 & \text { else }\end{cases}
$$
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Now assume that $f(x)$ has a uniformly convergent Fourier expansion $f(x)=\sum_{j=-\infty}^{\infty} b_{j} e^{2 \pi i j x}$ on $[0,1]$, and that the values of $f$ are known at the points $x_{j}=j / N, j=1, \ldots, N$. Compute approximations to the Fourier coefficients as

$$
\bar{b}_{j}=\sum_{k=1}^{N} f\left(x_{k}\right) e^{-2 \pi i j x_{k}}
$$

and form the discrete Fourier series

$$
\bar{f}(x)=\sum_{j=1}^{N} \bar{b}_{j} e^{2 \pi i j x}
$$

Then $\bar{f}=f$ on the equispaced data points $x_{j}, j=1, \ldots, N$, and $\bar{f}$ is a good approximation to $f$ for the points in between. The larger the number $N$ of sampled data points becomes, the better the approximation. This is clear from equation (6.11) since this expression is an $N$-subinterval Riemann sum approximating the integral in (6.10). In fact, it is possible to derive an explicit relationship between the coefficients $\bar{b}_{j}$ of the approximation, and the $b_{j}$ of the Fourier series. Since $\bar{f}\left(x_{n}\right)=f\left(x_{n}\right), n=1, \ldots, N$, it follows that

$$
\sum_{k=1}^{N} \bar{b}_{k} e^{2 \pi i k x_{n}}=\sum_{k=-\infty}^{\infty} b_{k} e^{2 \pi i k x_{n}}
$$

again for $n=1, \ldots, N$. Now multiply both sides by $\exp \left(-2 \pi i j x_{n}\right)$, sum over $n=1, \ldots, N$, and use (6.12) to get

$$
\bar{b}_{j}=\sum_{\substack{k \equiv j \\(\bmod N)}} b_{k} .
$$

For this reason, the smoother the function $f$ being approximated, the more rapidly its Fourier coefficients $b_{j}$ decrease to zero, and hence the better the one term approximation $\bar{b}_{j} \approx b_{j}$.

### 6.4.2 Finite Chebyshev Series

In the Chebyshev setting, the theory of the previous section translates as follows: for a given function $f(x)$ on $[-1,1]$, fix an integer $N$ and
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consider the Chebyshev polynomial $T_{N}(x)$ which has $N$ zeros $x_{1}, \ldots, x_{N}$ at

$$
x_{k}=\cos \left(\frac{\pi(k-1 / 2)}{N}\right) .
$$

Define the coefficients $\bar{c}_{n}$ by

$$
\begin{aligned}
\bar{c}_{n} & =\frac{2}{N} \sum_{k=1}^{N} f\left(x_{k}\right) T_{n}\left(x_{k}\right) \\
& =\frac{2}{N} \sum_{k=1}^{N} f\left(\cos \left(\frac{\pi(k-1 / 2)}{N}\right)\right) \cos \left(\frac{n \pi(k-1 / 2)}{N}\right)
\end{aligned}
$$

Then the approximation

$$
f(x) \approx \sum_{n=0}^{N}{ }^{\prime} \bar{c}_{n} T_{n}(x)
$$

is exact on the $N$ zeros of $T_{N}(x)$. Larger $N$ values produce more accurate estimates of $\bar{c}_{n}$ and hence $f(x)$.

This method can be applied to estimate the coefficients in (1.1) using the explicit form of $f_{E, r}(x)$ from equation (4.4):

$$
\bar{a}_{n}=(-1)^{n} \bar{c}_{n}=(-1)^{n} \frac{2}{N} \sum_{k=1}^{N} f_{E, r}\left(x_{k}\right) T_{2 n}\left(x_{k}\right) .
$$

This calculation can be economized since $f_{E, r}\left(x_{k}\right)$ and $T_{2 n}\left(x_{k}\right)$ are even with respect to $x_{k}$, hence, taking $N$ even,

$$
\bar{a}_{n}=(-1)^{n} \frac{4}{N} \sum_{k=1}^{N / 2} f_{E, r}\left(\cos \left(\frac{\pi(k-1 / 2)}{N}\right)\right) \cos \left(\frac{2 n \pi(k-1 / 2)}{N}\right) .
$$

Furthermore, the $N$ values $f_{E, r}\left(x_{1}\right), \ldots, f_{E, r}\left(x_{N}\right)$ need only be computed once since they do not depend on $n$, the index of the coefficient being computed.

Selecting $N=20$ was sufficient to reproduce $a_{0}, \ldots, a_{5}$ to six decimals as given in Lanczos' original paper for $r=1,1.5,2,3$. In fact, $N=20$ is really only needed for $r=1$, as the error $\left|c_{n}(r)-\bar{c}_{n}\right|$ appears
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to drop drastically as $r$ increases. For example, with $r=3$ and $N=20$, 10 decimal precision is achieved for the first 6 coefficients.

What is not so straightforward, however, is the evaluation of $f_{E, r}(x)$ to produce the sample function values. The closed form of $f_{E, r}(x)$ requires evaluation of the Lambert $W$ functions $W_{-1}(y)$ and $W_{0}(y)$ near their branch points $y=0$ and $y=-1 / e$. In [5] the authors discuss the subtleties involved with evaluation near these points. The numerical experiments noted here were carried out using Maple 8 which has built-in evaluation routines based on [5].

### 6.5 Some Sample Coefficients

To sum up this discussion, noted here for the record are coefficients corresponding to various values of the parameter $r$. Reproduced in Table 6.2 are the coefficients given in Lanczos' original paper. These values were computed using the Lanczos method.

|  | $r=1$ | $r=1.5$ | $r=2$ | $r=3$ |
| :---: | :---: | :---: | :---: | :---: |
| $a_{0} / 2$ | +1.4598430249 | +2.0844142416 | +3.0738046712 | +7.0616588080 |
| $a_{1}$ | -0.4606423129 | -1.0846349295 | -2.1123757377 | -6.5993579389 |
| $a_{2}$ | +0.0010544242 | +0.0001206982 | +0.0386211602 | +0.5396522297 |
| $a_{3}$ | -0.0003384921 | +0.0001145664 | -0.0000510050 | -0.0019519669 |
| $a_{4}$ | +0.0001175425 | -0.0000176145 | +0.0000004776 | -0.0000013258 |
| $a_{5}$ | -0.0000506634 | +0.0000038119 | +0.0000006715 | +0.0000002201 |

Table 6.2: Coefficients as functions of $r$

### 6.6 Partial Fraction Decomposition

For the final summary of his results, Lanczos truncates the main formula (1.1) after a finite number of terms and resolves the resulting rational functions into their constituent partial fractions, resulting in the formula

$$
\begin{equation*}
\Gamma(z+1) \approx(z+r+1 / 2)^{z+1 / 2} e^{-(z+r+1 / 2)} \sqrt{2 \pi}\left[b_{0}(r)+\sum_{k=1}^{N} \frac{b_{k}(r)}{z+k}\right] \tag{6.13}
\end{equation*}
$$
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This makes for increased efficiency of the formula when multiple evaluations are required once a final set of $a_{k}(r)$ coefficients has been computed. For this purpose, it is worthwhile deriving the general formula for the decomposition.

Recall the infinite series portion of the main formula is

$$
\begin{aligned}
S_{r}(z) & =\left[\frac{1}{2} a_{0}(r)+a_{1}(r) \frac{z}{z+1}+a_{2}(r) \frac{z(z-1)}{(z+1)(z+2)}+\cdots\right] \\
& =\sum_{k=0}^{\prime} a_{k}(r) H_{k}(z) .
\end{aligned}
$$

If this is terminated after the $N^{\prime}$ th term, the goal is to express the resulting series $S_{r, N}(z)=a_{0}(r) / 2+\sum_{k=1}^{N} a_{k}(r) H_{k}(z)$ in the form

$$
S_{r, N}(z)=b_{0}(r)+\sum_{k=1}^{N} \frac{b_{k}(r)}{z+k} .
$$

Observe that for $k \geq 1, b_{k}(r)$ is the residue of $S_{r, N}(z)$ at $z=-k$, while, upon taking $z \rightarrow \infty$,

$$
b_{0}(r)=a_{0}(r) / 2+\sum_{k=1}^{N} a_{k}(r)
$$

Now

$$
\operatorname{Res}\left[H_{k}(z)\right]_{z=-j}= \begin{cases}(-1)^{k-j+1} \frac{(k+j-1)!}{(k-j)![(j-1)!]^{2}} & \text { if } 1 \leq j \leq k, \\ 0 & \text { else },\end{cases}
$$

so that

$$
H_{k}(z)=1+\sum_{j=1}^{k}(-1)^{k-j+1} \frac{(k+j-1)!}{(k-j)![(j-1)!]^{2}} \frac{1}{z+k} .
$$

To determine $b_{j}(r)$ of equation (6.13), simply sum up the coefficients of $1 /(z+j)$ in $S_{r, N}(z)$ :

$$
b_{j}(r)=\sum_{k=j}^{N} a_{k}(r)(-1)^{k-j+1} \frac{(k+j-1)!}{(k-j)![(j-1)!]^{2}} .
$$
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### 6.7 Matrix Representation

As remarked in Section 6.1, the calculation of the coefficients can be concisely expressed in matrix form, which, along with the partial fraction decomposition, reduce many of the intermediate calculations to integer arithmetic thus avoiding some round-off error. Godfrey makes this observation in [9] and carries through the details. The matrices required for this purpose are constructed here.

Begin by introducing some notation. Let $\mathbf{a}(r)$ be the column vector of coefficients $a_{0}(r), \ldots, a_{N}(r)$, and let $\mathbf{b}(r)$ be the column vector of partial fraction coefficients $b_{0}(r), \ldots, b_{N}(r)$.

Writing $\mathbf{C}$ as the matrix of Chebyshev coefficients $C_{2 i, 2 j}, 0 \leq i, j \leq$ $N$, $\mathbf{C}$ has entries

$$
C_{i j}= \begin{cases}0 & \text { if } i<j \\ 1 & \text { if } i=j=0 \\ \frac{(-1)^{i-j} i(i+j)!4^{j}}{(i+j)(2 j)!(i-j)!} & \text { else }\end{cases}
$$

Define the partial fraction decomposition matrix to be $\mathbf{B}$, which has entries

$$
B_{i j}= \begin{cases}0 & \text { if } i>j \\ 1 / 2 & \text { if } i=j=0 \\ 1 & \text { if } i=0, j>0 \\ \frac{(-1)^{j-i+1}(j+i-1)!}{(j-i)!((i-1)!)^{2}} & \text { else }\end{cases}
$$

as given in Section 6.6.
Denote by $\mathbf{F}_{r}$ the column vector of scaled values $\sqrt{2} \mathcal{F}_{r}(j) e^{-r-1 / 2}$, $0 \leq j \leq N$, where as in Section 6.1,

$$
\mathcal{F}_{r}(z)=2^{-1 / 2} \Gamma(z+1 / 2)(z+r+1 / 2)^{-z-1 / 2} \exp (z+r+1 / 2) .
$$

With this notation, the Fourier coefficients appearing in (1.1) can be concisely expressed

$$
\mathbf{a}(r)=\frac{\sqrt{2} e^{r+1 / 2}}{\pi} \mathbf{C F}_{r}
$$

while the coefficients for the partial fraction decomposition are simply

$$
\mathbf{b}(r)=\frac{\sqrt{2} e^{r+1 / 2}}{\pi} \mathbf{B C F}_{r} .
$$
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The only floating point calculations are in the term $\left(\sqrt{2} e^{r+1 / 2} / \pi\right) \mathbf{F}_{r}$, so that if multiple sets of coefficients are required for different values of $r$, only this term need be recomputed.

Still further efficiency can be realized by observing that the leading $e^{r+1 / 2}$ term of the $\mathbf{b}(r)$ coefficients cancels once inserted into (6.13). Letting $\mathbf{u}(z)$ denote the vector of rational functions $1,(z+1)^{-1}, \ldots,(z+$ $1)^{-k}$, equation (6.13) becomes simply

$$
\begin{equation*}
\Gamma(z+1) \approx 2 \sqrt{\frac{e}{\pi}}\left(\frac{z+r+1 / 2}{e}\right)^{z+1 / 2} \mathbf{u}^{T}(z) \mathbf{B C F} \mathbf{F}_{r} \tag{6.14}
\end{equation*}
$$
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## Lanczos' Limit Formula

The final result of Lanczos' paper [14] is the beautiful limit formula, stated here as

Theorem 7.1. For $\operatorname{Re}(z) \geq 0$,

$$
\begin{equation*}
\Gamma(z+1)=2 \lim _{r \rightarrow \infty} r^{z} \sum_{k=0}^{\infty}(-1)^{k} e^{-k^{2} / r} H_{k}(z) \tag{7.1}
\end{equation*}
$$

This result ${ }^{1}$ seems to be a departure from the practical nature of the rest of the paper, and the connection to the previous formula (1.1) is not an obvious one. Indeed, Lanczos' reviewer [29] notes "Exceedingly curious is the additional remark, made by the author without any proof ...". Lanczos offers little insight into how this result follows from his main derivation, other than the two sentences which precede the formula:

If $r$ grows to infinity, we obtain a representation of the factorial function which holds everywhere in the complex plane. In this case we are able to give the coefficients of the series ...in explicit form, due to the extreme nature of the function $v^{r}$.

In this chapter the validity of (7.1) is proved in detail for $\operatorname{Re}(z) \geq 0$.

[^4]
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### 7.1 Some Motivation

As noted, it is difficult to say what lead Lanczos to state in a matter of fact fashion that (7.1) should be true. Some insight can be gained, however, by examining the behaviour of the integral in equation (3.6) for large positive $r$. To this end, write (3.6) as

$$
\begin{aligned}
\Gamma(z+1 / 2) & =(z+r+1 / 2)^{z+1 / 2} e^{-(z+r+1 / 2)} \int_{-\pi / 2}^{\pi / 2} \cos ^{2 z} \theta \frac{2 v^{r} \sin \theta}{\log v} d \theta \\
& =\left(\frac{z+r+1 / 2}{e}\right)^{z+1 / 2} \int_{-\pi / 2}^{\pi / 2} \cos ^{2 z} \theta \frac{2(v / e)^{r} \sin \theta}{\log v} d \theta
\end{aligned}
$$

A rescaling of $r$ to er produces the $r^{z}$ term of equation (7.1) and eliminates the exponential term in the limit, thus

$$
\begin{align*}
\Gamma(z+1 / 2) & =2 r^{z}\left(\frac{z+e r+1 / 2}{e r}\right)^{z+1 / 2} \int_{-\pi / 2}^{\pi / 2} \cos ^{2 z} \theta \frac{r^{1 / 2}(v / e)^{e r} \sin \theta}{\log v} d \theta \\
& =2 r^{z}\left(\frac{z+e r+1 / 2}{e r}\right)^{z+1 / 2} \int_{-\pi / 2}^{\pi / 2} \cos ^{2 z} \theta r^{1 / 2} g_{r}(\theta) d \theta \text { say } \tag{7.2}
\end{align*}
$$

where

$$
g_{r}(\theta)=(v / e)^{e r} \frac{\sin \theta}{\log v} .
$$

Now $g_{r}(\theta)$ converges point-wise to zero rapidly on $[-\pi / 2, \pi / 2)$ with increasing $r$, but equals one at $\theta=\pi / 2$. As a result, as $r$ increases, $(r / \pi)^{1 / 2} g_{r}(\theta)$ takes on the appearance of a the Gaussian distribution $(r / \pi)^{1 / 2} \exp \left[-r(\theta-\pi / 2)^{2}\right]$. Plots of $\exp \left[-r(\theta-\pi / 2)^{2}\right]-g_{r}(\theta)$ for increasing values of $r$ show a convincing fit; see Figure 7.1.

Furthermore,

$$
\frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} \cos (2 k \theta) r^{1 / 2} e^{-r(\theta-\pi / 2)^{2}} d t=(-1)^{k} e^{-k^{2} / r}
$$

so that if $g_{r}(\theta)$ is replaced by $\exp \left[-r(\theta-\pi / 2)^{2}\right]$ and the bounds of integration $[-\pi / 2, \pi / 2]$ are extended to $(-\infty, \infty)$, the integral gives rise to the terms $e^{-k^{2} / r}$ upon writing $\cos ^{2 z} \theta$ as its Fourier series.
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Figure 7.1: $\exp \left[-r(\theta-\pi / 2)^{2}\right]-g_{r}(\theta)$ for $r=1,6,10$

These ideas lead to the following outline of the proof of equation (7.1). For large $r$ and fixed $z$,

$$
\begin{aligned}
\Gamma(z+1 / 2) & =2 r^{z}\left(\frac{z+e r+1 / 2}{e r}\right)^{z+1 / 2} \int_{-\pi / 2}^{\pi / 2} \cos ^{2 z} \theta r^{1 / 2} g_{r}(\theta) d \theta \\
& \approx 2 r^{z} \int_{-\pi / 2}^{\pi / 2} \cos ^{2 z} \theta r^{1 / 2} e^{-r(\theta-\pi / 2)^{2}} d \theta \\
& \approx r^{z} \int_{-\infty}^{\infty} \cos ^{2 z} \theta r^{1 / 2} e^{-r(\theta-\pi / 2)^{2}} d \theta
\end{aligned}
$$
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$$
\begin{aligned}
& =r^{z} \int_{-\infty}^{\infty}\left(\sum_{0}^{\infty} \frac{2}{\sqrt{\pi}} \frac{\Gamma(z+1 / 2)}{\Gamma(z+1)} H_{k}(z) \cos (2 k \theta)\right) r^{1 / 2} e^{-r(\theta-\pi / 2)^{2}} d \theta \\
& =2 r^{z} \frac{\Gamma(z+1 / 2)}{\Gamma(z+1)} \sum_{0}^{\prime}(-1)^{k} e^{-k^{2} / r} H_{k}(z)
\end{aligned}
$$

where the $\approx$ symbol becomes equality as $r \rightarrow \infty$. The remainder of the chapter is dedicated to making precise the details of this argument.

### 7.2 Proof of the Limit Formula

The steps of the proof will be justified by a series of smaller lemmas. Begin with a definition:

Definition 7.1. For $r>0$, define

$$
\begin{equation*}
\delta_{r}=\left(\frac{1}{r \log r}\right)^{1 / 4} \tag{7.3}
\end{equation*}
$$

Clearly $\delta_{r} \rightarrow 0$ as $r \rightarrow \infty$.

It will also be convenient to introduce some notation for the various intervals of integration:

Definition 7.2. For $\delta_{r}<\pi$, define the intervals

$$
\begin{aligned}
I_{r} & =\left[\frac{\pi}{2}-\delta_{r}, \frac{\pi}{2}\right], \\
J_{r} & =\left[-\frac{\pi}{2}, \frac{\pi}{2}-\delta_{r}\right], \text { and } \\
K_{r} & =\left(-\infty, \frac{\pi}{2}-\delta_{r}\right] .
\end{aligned}
$$

The first lemma is straightforward:
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Lemma 7.1. The function

$$
h(\theta)= \begin{cases}0 & \text { if } \theta=0 \\ \frac{\sin \theta}{\log v} & \text { else }\end{cases}
$$

is continuous on $[-\pi / 2, \pi / 2]$, and is thus bounded.
Proof of Lemma 7.1: On $(-\pi / 2, \pi / 2], h(\theta)=f_{e r}(\theta) v^{-e r} 2^{-1 / 2}$, which is continuous by Theorem 4.3. At $\theta=-\pi / 2$,

$$
\lim _{\theta \rightarrow-\pi / 2} h(\theta)=0=h(-\pi / 2) .
$$

The next lemma shows that the integral in equation (7.2) is concentrated on the small interval $I_{r}$ containing $\pi / 2$ :

Lemma 7.2. Suppose $\operatorname{Re}(z) \geq 0$, and let

$$
\mathcal{I}_{1}(r, z)=\int_{J_{r}} \cos ^{2 z} \theta r^{1 / 2}\left(\frac{v}{e}\right)^{e r} \frac{\sin \theta}{\log v} d \theta .
$$

Then

$$
\lim _{r \rightarrow \infty} r^{z} \mathcal{I}_{1}(r, z)=0 .
$$

Proof of Lemma 7.2: First, recall the calculus result

$$
\lim _{x \rightarrow 0} \frac{\sin ^{2} x}{x^{2}}=1
$$

so that for $|x|$ sufficiently small,

$$
\begin{equation*}
\sin ^{2} x \geq \frac{1}{2} x^{2} \tag{7.4}
\end{equation*}
$$
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Now bound $\mathcal{I}_{1}(r, z)$ as follows:

$$
\begin{aligned}
& \left|r^{z} \int_{J_{r}} \cos ^{2 z} \theta r^{1 / 2}\left(\frac{v}{e}\right)^{e r} \frac{\sin \theta}{\log v} d \theta\right| \\
& \leq C_{1}\left|r^{z} \int_{J_{r}} \cos ^{2 z} \theta r^{1 / 2}\left(\frac{v}{e}\right)^{e r} d \theta\right| \text { for some } C_{1}>0 \text { by Lemma } 7.1 \\
& \leq C_{1} r^{\sigma+1 / 2}\left(\frac{v\left(\pi / 2-\delta_{r}\right)}{e}\right)^{e r}\left|J_{r}\right| \text { since } v \text { is increasing on } J_{r} \\
& \leq C_{2} r^{\sigma+1 / 2} e^{e r\left[\log v\left(\pi / 2-\delta_{r}\right)-1\right]} \\
& =C_{2} r^{\sigma+1 / 2} e^{-e r \cos ^{2}\left(\pi / 2-\delta_{r}\right) / v} \text { by the implicit definition of } v(\theta) \\
& \leq C_{2} r^{\sigma+1 / 2} e^{-e r \cos ^{2}\left(\pi / 2-\delta_{r}\right) / e} \\
& =C_{2} r^{\sigma+1 / 2} e^{-r \sin ^{2} \delta_{r}} \\
& \leq C_{2} r^{\sigma+1 / 2} e^{-r \delta_{r}^{2} / 2} \text { for } \delta_{r} \text { sufficiently small, by (7.4) } \\
& =C_{2} r^{\sigma+1 / 2} e^{-(1 / 2) \sqrt{r / \log r}} \\
& \longrightarrow 0 \text { as } r \rightarrow \infty
\end{aligned}
$$

The next lemma justifies the replacement of $g_{r}(\theta)$ by $\exp \left[-r(\theta-\pi / 2)^{2}\right]$ on $I_{r}$ :

Lemma 7.3. Suppose $\operatorname{Re}(z) \geq 0$, and let

$$
\mathcal{I}_{2}(r, z)=\int_{I_{r}} \cos ^{2 z} \theta r^{1 / 2}\left[\left(\frac{v}{e}\right)^{e r} \frac{\sin \theta}{\log v}-e^{-r(\theta-\pi / 2)^{2}}\right] d \theta
$$
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Then

$$
\lim _{r \rightarrow \infty} r^{z} \mathcal{I}_{2}(r, z)=0
$$

Proof of Lemma 7.3: Begin with

$$
\begin{aligned}
& \left|r^{z} \int_{I_{r}} \cos ^{2 z} \theta r^{1 / 2}\left[\left(\frac{v}{e}\right)^{e r} \frac{\sin \theta}{\log v}-e^{-r(\theta-\pi / 2)^{2}}\right] d \theta\right| \\
\leq & r^{\sigma} \int_{I_{r}} \cos ^{2 \sigma} \theta r^{1 / 2} e^{-r(\theta-\pi / 2)^{2}}\left|\left(\frac{v}{e}\right)^{e r} \frac{\sin \theta}{\log v} e^{r(\theta-\pi / 2)^{2}}-1\right| d \theta .
\end{aligned}
$$

Letting $\chi_{r}$ denote the indicator function on $I_{r}$, it is enough to show that as $r \rightarrow \infty$
(i)

$$
\left|\left(\frac{v}{e}\right)^{e r} \frac{\sin \theta}{\log v} e^{r(\theta-\pi / 2)^{2}}-1\right| \chi_{r} \longrightarrow 0
$$

uniformly, and
(ii) that

$$
r^{\sigma} \int_{I_{r}} \cos ^{2 \sigma} \theta r^{1 / 2} e^{-r(\theta-\pi / 2)^{2}} d \theta
$$

remains bounded.
For (i), since $\lim _{\theta \rightarrow \pi / 2^{-}} \sin \theta / \log v=1$, it is enough to show that

$$
\left[\left(\frac{v}{e}\right)^{e r} e^{r(\theta-\pi / 2)^{2}}-1\right] \chi_{r}=\left[e^{e r(\log v-1)+r(\theta-\pi / 2)^{2}}-1\right] \chi_{r} \longrightarrow 0
$$

uniformly, which boils down to showing that

$$
\left[\operatorname{er}(\log v-1)+r(\theta-\pi / 2)^{2}\right] \chi_{r} \longrightarrow 0
$$

uniformly. Expanding $e(\log v-1)+(\theta-\pi / 2)^{2}$ about $\theta=\pi / 2$ gives

$$
\begin{aligned}
& e(\log v-1)+(\theta-\pi / 2)^{2} \\
= & \left(\frac{1}{3}-\frac{1}{e}\right)(\theta-\pi / 2)^{4}+\frac{1}{90}\left(-4-\frac{135}{e^{2}}+\frac{60}{e}\right)(\theta-\pi / 2)^{6}+O\left((\theta-\pi / 2)^{6}\right) .
\end{aligned}
$$
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Now the coefficient $(1 / 3-1 / e)<0$, so that for $|\theta-\pi / 2|$ sufficiently small,

$$
-(\theta-\pi / 2)^{4} \leq e(\log v-1)+(\theta-\pi / 2)^{2} \leq 0
$$

so that, for $r$ sufficiently large,

$$
-(\theta-\pi / 2)^{4} \leq\left[e(\log v-1)+(\theta-\pi / 2)^{2}\right] \chi_{r} \leq 0
$$

whence

$$
-r(\theta-\pi / 2)^{4} \leq\left[\operatorname{er}(\log v-1)+r(\theta-\pi / 2)^{2}\right] \chi_{r} \leq 0 .
$$

The term $(\theta-\pi / 2)$ is at most $\delta_{r}$ in magnitude on $I_{r}$, so

$$
-r \delta_{r}^{4} \leq\left[e r(\log v-1)+r(\theta-\pi / 2)^{2}\right] \chi_{r} \leq 0
$$

and hence

$$
-r\left(\frac{1}{r \log r}\right) \leq\left[e r(\log v-1)+r(\theta-\pi / 2)^{2}\right] \chi_{r} \leq 0 .
$$

Now let $r \rightarrow \infty$ to get

$$
\left[\operatorname{er}(\log v-1)+r(\theta-\pi / 2)^{2}\right] \chi_{r} \longrightarrow 0 \text { uniforly. }
$$

This proves (i).
For (ii), first observe that about $\theta=\pi / 2$,

$$
\cos ^{2 \sigma} \theta \leq(\theta-\pi / 2)^{2 \sigma} .
$$

Thus

$$
\begin{aligned}
& r^{\sigma} \int_{I_{r}} \cos ^{2 \sigma} \theta r^{1 / 2} e^{-r(\theta-\pi / 2)^{2}} d \theta \\
\leq & r^{\sigma} \int_{I_{r}}(\theta-\pi / 2)^{2 \sigma} r^{1 / 2} e^{-r(\theta-\pi / 2)^{2}} d \theta \\
\leq & r^{\sigma} \int_{\pi / 2}^{\infty}(\theta-\pi / 2)^{2 \sigma} r^{1 / 2} e^{-r(\theta-\pi / 2)^{2}} d \theta .
\end{aligned}
$$
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Now make the change of variables $u=r(\theta-\pi / 2)^{2}, d u=2 r(\theta-\pi / 2) d \theta$. This gives

$$
\begin{aligned}
& r^{\sigma} \int_{\pi / 2}^{\infty}(\theta-\pi / 2)^{2 \sigma} r^{1 / 2} e^{-r(\theta-\pi / 2)^{2}} d \theta . \\
= & \frac{1}{2} r^{\sigma-1} \int_{0}^{\infty}\left(\frac{u}{r}\right)^{\sigma-1 / 2} r^{1 / 2} e^{-u} d u \\
= & \frac{1}{2} \int_{0}^{\infty} u^{\sigma-1 / 2} e^{-u} d u \\
= & \frac{1}{2} \Gamma(\sigma+1 / 2) .
\end{aligned}
$$

That is,

$$
r^{\sigma} \int_{I_{r}} \cos ^{2 \sigma} \theta r^{1 / 2} e^{-r(\theta-\pi / 2)^{2}} d \theta \leq \frac{1}{2} \Gamma(\sigma+1 / 2)
$$

This proves (ii) and completes the proof.

Lemma 7.4. Suppose $\operatorname{Re}(z) \geq 0$, and let

$$
\mathcal{I}_{3}(r, z)=\int_{K_{r}} \cos ^{2 z} \theta r^{1 / 2} e^{-r(\theta-\pi / 2)^{2}} d \theta
$$

Then

$$
\lim _{r \rightarrow \infty} r^{z} \mathcal{I}_{3}(r, z)=0
$$
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## Proof of Lemma 7.4:

$$
\begin{aligned}
& \left|r^{z} \int_{K_{r}} \cos ^{2 z} \theta r^{1 / 2} e^{-r(\theta-\pi / 2)^{2}} d \theta\right| \\
\leq & r^{\sigma} \int_{K_{r}} r^{1 / 2} e^{-r(\theta-\pi / 2)^{2}} d \theta \\
= & r^{\sigma} \int_{\sqrt{r} \delta_{r}}^{\infty} e^{-u^{2}} d u
\end{aligned}
$$

this last line a result of the change of variables $u=\sqrt{r}(\theta-\pi / 2)$. This can be expressed in terms of the error function

$$
\begin{aligned}
\operatorname{erf}(x) & =\frac{2}{\sqrt{\pi}} \int_{0}^{x} e^{-t^{2}} d t \\
& \approx 1-\frac{e^{-x^{2}}}{\sqrt{\pi} x} \text { as } x \rightarrow \infty .
\end{aligned}
$$

Picking up where we left off then we have

$$
\begin{aligned}
r^{\sigma} \int_{\sqrt{r} \delta_{r}}^{\infty} e^{-u^{2}} d u & =r^{\sigma} \frac{\sqrt{\pi}}{2}\left[1-\operatorname{erf}\left(\sqrt{r} \delta_{r}\right)\right] \\
& \approx r^{\sigma} \frac{1}{2} \frac{e^{-\left(\sqrt{r} \delta_{r}\right)^{2}}}{\sqrt{r} \delta_{r}} \\
& =\frac{1}{2} r^{\sigma-1 / 4}(\log r)^{1 / 4} e^{-(r / \log r)^{1 / 2}} \\
& \longrightarrow 0 \text { as } r \rightarrow \infty,
\end{aligned}
$$

completing the proof.
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Lemma 7.5. For integer $k$,

$$
\begin{equation*}
\frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} \cos (2 k \theta) r^{1 / 2} e^{-r(\theta-\pi / 2)^{2}} d \theta=(-1)^{k} e^{-k^{2} / r} \tag{7.5}
\end{equation*}
$$

Proof of Lemma 7.5: The integral in (7.5) is the real part of

$$
\begin{aligned}
& \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} r^{1 / 2} e^{i 2 k \theta-r(\theta-\pi / 2)^{2}} d \theta \\
= & (-1)^{k} e^{-k^{2} / r} \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} r^{1 / 2} e^{-r\left(\theta-\frac{i 2 k+\pi r}{2 r}\right)^{2}} d \theta \text { upon completing the square } \\
= & (-1)^{k} e^{-k^{2} / r} \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} r^{1 / 2} e^{-r \theta^{2}} d \theta \text { with a simple contour shift } \\
= & (-1)^{k} e^{-k^{2} / r} .
\end{aligned}
$$

We are now in a position to prove (7.1).
Proof of Theorem 7.1: Recall equation (7.2) which is true for all $r \geq 0$ :

$$
\Gamma(z+1 / 2)=2 r^{z}\left(\frac{z+e r+1 / 2}{e r}\right)^{z+1 / 2} \int_{-\pi / 2}^{\pi / 2} \cos ^{2 z} \theta \frac{r^{1 / 2}(v / e)^{e r} \sin \theta}{\log v} d \theta
$$

From the definitions of $\mathcal{I}_{1}(r, z), \mathcal{I}_{2}(r, z)$ and $\mathcal{I}_{3}(r, z)$ in Lemmas 7.2, 7.3 and 7.4, respectively,

$$
\begin{aligned}
& 2 r^{z}\left(\frac{z+e r+1 / 2}{e r}\right)^{z+1 / 2} \int_{-\pi / 2}^{\pi / 2} \cos ^{2 z} \theta \frac{r^{1 / 2}(v / e)^{e r} \sin \theta}{\log v} d \theta \\
= & 2 r^{z}\left(\frac{z+e r+1 / 2}{e r}\right)^{z+1 / 2} \\
& \times\left[\mathcal{I}_{1}(r, z)+\mathcal{I}_{2}(r, z)-2 \mathcal{I}_{3}(r, z)+\frac{1}{2} \int_{-\infty}^{\infty} \cos ^{2 z} \theta r^{1 / 2} e^{-r(\theta-\pi / 2)^{2}} d \theta\right] .
\end{aligned}
$$
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Now let $r \rightarrow \infty$ and apply Lemmas $7.2,7.3$ and 7.4 to get

$$
\Gamma(z+1 / 2)=2 \lim _{r \rightarrow \infty} r^{z} \frac{1}{2} \int_{-\infty}^{\infty} \cos ^{2 z} \theta r^{1 / 2} e^{-r(\theta-\pi / 2)^{2}} d \theta
$$

Finally, replace $\cos ^{2 z} \theta$ with its Fourier series (see Section 3.3)

$$
\cos ^{2 z} \theta=\sum_{0}^{\infty} \frac{2}{\sqrt{\pi}} \frac{\Gamma(z+1 / 2)}{\Gamma(z+1)} H_{k}(z) \cos (2 k \theta)
$$

and integrate term by term using Lemma 7.5 to get

$$
\Gamma(z+1 / 2)=2 \lim _{r \rightarrow \infty} r^{z} \frac{\Gamma(z+1 / 2)}{\Gamma(z+1)} \sum_{0}^{\prime}(-1)^{k} e^{-k^{2} / r} H_{k}(z) .
$$

Canceling the $\Gamma(z+1 / 2)$ terms and moving $\Gamma(z+1)$ to the left hand side completes the proof.

### 7.3 Additional Remarks

In his original paper [14], Lanczos claims that the limit in Theorem 7.1 converges for all $z$ away from the negative integers and defines the gamma function in this region. The proof given here, however, does not extend to the left hand plane.

From his comments following the statement of the theorem, he seems to base the limit formula on the limiting behaviour of the individual coefficients $a_{k}(r)$, not on the limiting behaviour of the integral (7.2). Specifically, the comparison appears to be

$$
\begin{aligned}
\Gamma(z+1) & =\sqrt{2 \pi}(z+r+1 / 2)^{z+1 / 2} e^{-(z+r+1 / 2)} \sum_{k=0}^{\prime} a_{k}(r) H_{k}(z) \\
& =2 r^{z}\left(\frac{z+e r+1 / 2}{e r}\right)^{z+1 / 2} \sum_{k=0}^{\prime} \sqrt{\frac{\pi r}{2}} \frac{a_{k}(e r)}{e^{e r}} H_{k}(z) \\
& \approx 2 r^{z} \sum_{0}^{\infty}(-1)^{k} e^{-k^{2} / r} H_{k}(z) .
\end{aligned}
$$
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This suggests that for large $r$,

$$
\sqrt{\frac{\pi r}{2}} \frac{a_{k}(e r)}{e^{e r}} \sim(-1)^{k} e^{-k^{2} / r}
$$

or, by rescaling $r$,

$$
Q(k, r)=(-1)^{k} e^{r-e k^{2} / r} \sqrt{\frac{2 e}{\pi r}}\left(a_{k}(r)\right)^{-1} \sim 1 .
$$

Plots of $\log Q(k, r)$ for $r=10,20$ and 50 support this conjecture; refer to Figure 7.2, 7.3 and 7.4, taking note of the different vertical scales.


Figure 7.2: $\log Q(k, 10), k=0, \ldots, 24$
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Figure 7.3: $\log Q(k, 20), k=0, \ldots, 24$


Figure 7.4: $\log Q(k, 50), k=0, \ldots, 24$

## Chapter 8

## Implementation \& Error Discussion

In order to use the main formula (1.1) in practice to compute values of $\Gamma(z+1)$, the series (1.2) is truncated and an estimate of the tail of the series $\epsilon_{r, n}(z)=\sum_{k=n+1}^{\infty} a_{k}(r) H_{k}(z)$ is therefore required. The error function $\epsilon_{r, n}(z)$ is essentially the relative error, and in this chapter uniform bounds on this function are established for $z$ in the right-half complex plane.

The chapter begins with a brief discussion of the various notions of error which arise in approximation theory. Following the introduction of some new notation and an important theorem, Lanczos' own error estimates and those of Luke [17] are examined. The final section deals with numerical investigations motivated by the observation that the error function $\epsilon_{r, n}(z)$ is the tail of an absolutely and uniformly convergent series, and as such, possesses the desirable properties of an analytic function. In particular, the maximum modulus of the error function in the right half plane will be shown to occur on the imaginary axis. Furthermore, the value of this maximum can be easily estimated empirically with the mapping $t \rightarrow i t /(1-t)$ of the interval $[0,1)$ onto the positive imaginary axis. Finally, the limiting behaviour of $\epsilon_{r, n}(z)$ as $z \rightarrow \infty$ is examined which leads to error bounds much improved on those given by Lanczos in [14].

The principal results of this chapter are the proof that the maximum of $\left|\epsilon_{r, n}(z)\right|$ in the right half plane occurs on the imaginary axis (Theorem 8.1), and the optimal formulas resulting from the method of empirically bounding $\epsilon_{r, n}(z)$ given in Section 8.5.
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### 8.1 A Word or Two about Errors

Before we begin, we should clarify the various notions of "error" present in the literature. The definition and use of absolute error is a universal standard, and the distinction between absolute and relative error is fairly clear. The term "relative error" itself, however, is given slightly different treatment depending on the author. At the end of the day, these different treatments amount to essentially the same thing, but the subtle differences between them are worth noting and so are pointed out here.

### 8.1.1 Absolute and Relative Error

This discussion will be in the context of the gamma function. As such, let $G(1+z)$ denote an approximation to $\Gamma(1+z)$, and let $\epsilon_{\alpha}$ denote the difference between the approximation and the actual value of the function:

$$
\epsilon_{\alpha}(z)=\Gamma(1+z)-G(1+z) .
$$

This is often termed the "absolute error", even without taking the modulus of $\epsilon_{\alpha}$. The relative error is here denoted $\epsilon_{\rho}(z)$, and it is defined according to the commonly accepted notion of (actual-estimate)/actual:

$$
\begin{align*}
\epsilon_{\rho}(z) & =\frac{\Gamma(1+z)-G(1+z)}{\Gamma(1+z)} \\
& =\frac{\epsilon_{\alpha}(z)}{\Gamma(1+z)} \tag{8.1}
\end{align*}
$$

From the definition of $\epsilon_{\rho}(z)$, and assuming $\left|\epsilon_{\rho}(z)\right|<1, \Gamma(1+z)$ may be expressed

$$
\begin{align*}
\Gamma(1+z) & =\frac{G(1+z)}{1-\epsilon_{\rho}(z)}  \tag{8.2}\\
& =G(1+z)\left[1+\epsilon_{\rho}(z)+\epsilon_{\rho}(z)^{2}+\cdots\right]  \tag{8.3}\\
& \approx G(1+z)\left(1+\epsilon_{\rho}(z)\right) \tag{8.4}
\end{align*}
$$
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It is common in the literature to encounter expressions of the type $\Gamma(1+z)=G(1+z)(1+\epsilon(z))$, where $\epsilon(z)$ is termed the relative error. This is not, strictly speaking, relative error in the sense of (8.1), but comparison with equations (8.3) and (8.4) shows that it is essentially the same (up to first order).

One may ask why relative error is of concern in the first place, when it seems more natural to ask only that estimated quantities be within a prescribed accuracy of their true values. The answer is that relative error is a measure of error as a proportion of the true answer, so that numerically, it reports the number of reliable digits in our approximation. This is an especially important consideration when performing floating point calculations in which the maximum number of digits is fixed. To appreciate the distinction, consider an example: suppose two different approximations $x_{1}=123$ and $x_{2}=0.123$ are computed, both with a relative error of $\epsilon_{\rho}=0.1$. Then the actual errors are $x_{k} \epsilon_{\rho} /\left(1-\epsilon_{\rho}\right)$, $k=1,2$, which are approximately 14 and 0.014 , respectively. This means that for both $x_{1}$ and $x_{2}$, the first non-zero digit is good while the second may be in question. By contrast, if $x_{1}$ and $x_{2}$ both have absolute error 0.1, then the estimate for $x_{2}=123$ appears acceptable, while that for $x_{2}=0.123$ is clearly a poor one.

### 8.1.2 Lanczos' Relative Error

The Lanczos notion of relative error is quite different from both (8.1) and (8.4). In his work, he writes

$$
\begin{equation*}
\Gamma(z+1)=(z+r+1 / 2)^{z+1 / 2} e^{-(z+r+1 / 2)} \sqrt{2 \pi}\left[S_{r, n}(z)+\epsilon_{r, n}(z)\right] \tag{8.5}
\end{equation*}
$$

where $S_{r, n}(z)$ is the series (1.2) truncated after a finite number of terms, and he calls $\epsilon_{r, n}(z)$ the relative error. It turns out that $S_{r, n}(z) \approx 1$ in the right half plane, so that Lanczos' notion is very close to (8.4). The relationship between $\epsilon_{r, n}(z)$ and (8.1) is

$$
\epsilon_{\rho}=\frac{\epsilon_{r, n}(z)}{\Gamma(z+1)(z+r+1 / 2)^{-(z+1 / 2)} e^{z+r+1 / 2}(2 \pi)^{-1 / 2}}
$$

Spouge makes this same observation in [27] and shows that for $\operatorname{Re}(z) \geq$ 0 , the denominator is bounded below by

$$
\left|\Gamma(z+1)(z+r+1 / 2)^{-(z+1 / 2)} e^{z+r+1 / 2}(2 \pi)^{-1 / 2}\right| \geq\left(\frac{e}{\pi}\right)^{1 / 2}
$$
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where upon selecting $r=z=0$ the bound in this inequality is sharp. Thus

$$
\begin{equation*}
\left|\epsilon_{\rho}\right| \leq\left(\frac{\pi}{e}\right)^{1 / 2}\left|\epsilon_{r, n}(z)\right| \tag{8.6}
\end{equation*}
$$

and since $\sqrt{(\pi / e)} \doteq 1.075$, bounding relative error in the Lanczos sense gives essentially the same bound for $\epsilon_{\rho}$, the standard notion of relative error. For the purposes of this study $z$ will be restricted to $\operatorname{Re}(z) \geq 0$ and as such the Lanczos notion of relative error will be used.

It should be pointed out, however, that with $\epsilon_{r, n}(z)$ something is lost if $z$ is moved to the left of the imaginary axis. As we saw in Chapter 5, the formula (1.1) extends to the region $\operatorname{Re}(z)>-r$ not including the negative integers. Lanczos' relative error $\epsilon_{r, n}(z)$ has poles at the negative integers in this case, and becomes unbounded. $\epsilon_{\rho}(z)$, on the other hand, is analytic in this region, and it is therefore possible to give meaning to the relative error in the approximation near the poles.

### 8.1.3 Restriction to $\operatorname{Re}(\boldsymbol{z}) \geq 0$

To conclude the introductory remarks about errors, the following common practice specific to the gamma function is important. Recall the reflection formula (2.10) which permits the evaluation of gamma in the left half plane once its values in $\operatorname{Re}(z) \geq 0$ are known:

$$
\Gamma(1+z) \Gamma(1-z)=\frac{\pi z}{\sin \pi z}
$$

Already this says that methods used to estimate $\Gamma(1+z)$ need only be valid on $\operatorname{Re}(z) \geq 0$.

Now suppose $\Gamma(1+z)$ is computed with a relative error of $\epsilon_{\rho}$, that is,

$$
\Gamma(1+z)=\frac{G(1+z)}{1-\epsilon_{\rho}}
$$

Then by the reflection formula,

$$
\begin{aligned}
\Gamma(1-z) & =\frac{\pi z}{\sin \pi z} \frac{1-\epsilon_{\rho}}{G(1+z)} \\
& =\frac{\pi z}{\sin \pi z} \frac{1}{G(1+z)} \frac{1}{\left(1+\epsilon_{\rho}+\epsilon_{\rho}^{2}+\cdots\right)} \\
& \approx \frac{\pi z}{\sin \pi z} \frac{1}{G(1+z)} \frac{1}{1+\epsilon_{\rho}} .
\end{aligned}
$$
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In other words, to compute $\Gamma(1-z)$ to a relative error of $-\epsilon_{\rho}$, it is sufficient to compute $\Gamma(1+z)$ to a relative error of $\epsilon_{\rho}$, and vice versa. Thus when using a particular method to compute $\Gamma(1+z)$, it is sufficient to be able to bound relative error for $\operatorname{Re}(z) \geq 0$.

### 8.2 Some Notation and a Theorem

This section lists notation which will be used throughout the remainder of this study, and concludes with the proof of an important theorem. Some of the functions noted here have been introduced previously, but are repeated here for easy reference.

1. Recall the definition of $H_{k}(z)$ :

$$
H_{0}(z)=1
$$

and for $k \geq 1$,

$$
\begin{aligned}
H_{k}(z) & =\frac{\Gamma(z+1) \Gamma(z+1)}{\Gamma(z-k+1) \Gamma(z+k+1)} \\
& =\frac{z \cdots(z-k+1)}{(z+1) \cdots(z+k)}
\end{aligned}
$$

Observe that $H_{k}(z)$ is a meromorphic function with simple poles at $z=-1, \ldots,-k$ and simple zeros at $z=0, \ldots, k-1$. Also, $H_{k}(z) \rightarrow 1$ as $|z| \rightarrow \infty$.
2. Write (1.1) as

$$
\Gamma(z+1)=\sqrt{2 \pi}(z+r+1 / 2)^{z+1 / 2} e^{-(z+r+1 / 2)}\left[S_{r, n}(z)+\epsilon_{r, n}(z)\right]
$$

where

$$
S_{r, n}(z)=\sum_{k=0}^{n} a_{k}(r) H_{k}(z)
$$

and

$$
\epsilon_{r, n}(z)=\sum_{k=n+1}^{\infty} a_{k}(r) H_{k}(z) .
$$
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3. Let

$$
F_{r}(z)=\Gamma(z+1)(z+r+1 / 2)^{-(z+1 / 2)} e^{z+r+1 / 2}(2 \pi)^{-1 / 2} .
$$

By Stirling's formula, $F_{r}(z) \rightarrow 1$ as $|z| \rightarrow \infty$ in any half plane $\operatorname{Re}(z) \geq \sigma$.
Note that

$$
\begin{equation*}
\epsilon_{r, n}(z)=F_{r}(z)-S_{r, n}(z), \tag{8.7}
\end{equation*}
$$

and that

$$
\lim _{|z| \rightarrow \infty} \epsilon_{r, n}(z)=1-\sum_{k=0}^{n} a_{k}(r),
$$

again in any half plane $\operatorname{Re}(z) \geq \sigma$, in particular for $z$ in the right half plane $\operatorname{Re}(z) \geq 0$. In view of this last limit, the error at infinity is denoted

$$
\epsilon_{r, n}^{\infty}=1-\sum_{k=0}^{n} a_{k}(r) .
$$

4. Let

$$
\eta_{r, n}(\theta)=f_{E, r}(\theta)-\sum_{k=0}^{n} a_{k}(r) \cos (2 k \theta),
$$

the error in the $(n+1)$-term Fourier series approximation of $f_{E, r}(\theta)$, where $f_{E, r}(\theta)$ has the meaning of (3.7). Then $\eta_{r, n}(-\pi / 2)$ is the Fourier error at $\theta=-\pi / 2$, which is, incidentally, equal to $\epsilon_{r, n}(-1 / 2)$.

From equation (8.7) we state
Lemma 8.1. For $r \geq 0, \epsilon_{r, n}(z)$ is analytic as a function of $z \operatorname{in} \operatorname{Re}(z)>$ $-1 / 2$.

Proof of Lemma 8.1: In this region $\operatorname{Re}(z+r+1 / 2)>0$ so that $F_{r}(z)$ is analytic there, as are the functions $H_{k}(z), k \geq 0$, and hence by equation (8.7), so is $\epsilon_{r, n}(z)$.

The following lemma is a consequence of the maximum modulus principle:

Lemma 8.2. Suppose $f$ is analytic in the right half plane $\Omega=\{\operatorname{Re}(z) \geq$ $\sigma\}$ and has the property

$$
\begin{equation*}
\lim _{\substack{|z| \rightarrow \infty \\ z \in \Omega}}|f(z)|=C<\infty \tag{8.8}
\end{equation*}
$$

Let $B=\sup _{z \in \Omega}|f(z)|$. Then $B=\sup _{\operatorname{Re}(z)=\sigma}|f(z)|$.
Proof of Lemma 8.2: Since $f$ is analytic on $\Omega$, by (8.8) it is bounded so $B$ exists, and we have $C \leq B$. Now there are two possibilities:
(i) If $B=C$, then $B=\lim _{t \rightarrow \infty}|f(\sigma+i t)|$; otherwise
(ii) $B>C$. For this second case, for any compact $K \subset \Omega$, denote by $M_{K}$ the maximum of $|f|$ on $K$, and consider the sequence of closed right-half semi-disks $\left\{\Omega_{j}\right\}_{j=1}^{\infty}$ centered at the origin, each $\Omega_{j}$ having radius $j$ and diameter on the line $\operatorname{Re}(z)=\sigma$. By the maximum modulus principle,

$$
M_{\Omega_{j}}=M_{\partial \Omega_{j}}
$$

and $M_{\partial \Omega_{j}}$ increases monotonically to $B$. Write the boundary of $\Omega_{j}$ as the union of two closed segments

$$
\partial \Omega_{j}=I_{j} \cup A_{j},
$$

where $I_{j}$ is the diameter and $A_{j}$ the semicircular arc of $\partial \Omega_{j}$. Now

$$
\lim _{j \rightarrow \infty} M_{\partial \Omega_{j}}=B
$$

so that

$$
\lim _{j \rightarrow \infty} \max \left\{M_{I_{j}}, M_{A_{j}}\right\}=B
$$

but

$$
\lim _{j \rightarrow \infty} M_{A_{j}}=C<B
$$

Thus

$$
\lim _{j \rightarrow \infty} M_{I_{j}}=B
$$

completing the proof.

Theorem 8.1. For $r \geq 0$ and $\operatorname{Re}(z) \geq 0$, the supremum of $\left|\epsilon_{r, n}(z)\right|$ in this region occurs on the line $z=i t$, possibly at $z=i \infty$.

Proof of Theorem 8.1: Recall that

$$
\lim _{|z| \rightarrow \infty} \epsilon_{r, n}(z)=1-\sum_{k=0}^{n} a_{k}(r) .
$$

$\epsilon_{r, n}(z)$ is analytic by Lemma 8.1; now apply Lemma 8.2.

Theorem 8.1 is significant since it reduces the problem of bounding $\left|\epsilon_{r, n}(z)\right|$ in the right half plane to that of bounding it on the imaginary axis.

### 8.3 Lanczos' Error Estimates

The following passage taken from [14] is the only commentary Lanczos makes concerning errors in the approximating formula:

A good check on the accuracy of the truncated Fourier series is provided by evaluating the approximate value of $f_{r}(\theta)^{1}$ at $\theta=-\pi / 2$, that is by forming the alternate sum

$$
\frac{1}{2} \rho_{0}-\rho_{1}+\rho_{2}-\rho_{3}+\cdots=f_{r}\left(-\frac{\pi}{2}\right)=\frac{e^{r}}{\sqrt{2}}
$$

We know from the theory of the Fourier series that the maximum local error (after reaching the asymptotic stage) can be expected near to the point of singularity. Let this error be $\eta$. Then a simple estimation shows that the influence of this error on the integral transform (16) (for values of $z$ which stay within the right complex half plane), cannot be greater than $(\pi / 2) \eta$. Thus we can give a definite error bound for the approximation obtained.

[^5]
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The "integral transform (16)" referred to here is the integral in (3.6):

$$
\int_{-\pi / 2}^{+\pi / 2} \cos ^{2 z}(\theta) f_{r}(\theta) d \theta
$$

and Lanczos' comments relate the error in truncating the series in (1.1) after the $n^{\text {th }}$ term, $\epsilon_{r, n}(z)$, to the error $\eta_{r, n}(\theta)$ in the $(n+1)$-term Fourier series approximation of $f_{E, r}(\theta)$. Based apparently on this observation, he gives uniform error bounds for $\operatorname{Re}(z) \geq 0$ as listed in Table 8.1.

| $n$ | $r$ | $\left\|\epsilon_{r, n}(z)\right\|<$ |
| :--- | :--- | :--- |
| 1 | 1 | 0.001 |
| 1 | 1.5 | 0.00024 |
| 2 | 2 | $5.1 \times 10^{-5}$ |
| 3 | 2 | $1.5 \times 10^{-6}$ |
| 3 | 3 | $1.4 \times 10^{-6}$ |
| 4 | 4 | $5 \times 10^{-8}$ |
| 6 | 5 | $2 \times 10^{-10}$ |

Table 8.1: Lanczos' uniform error bounds

The steps connecting Lanczos' observation about $\eta_{r, n}(\theta)$ to the uniform error bounds in the table elude me, and it is unclear how he makes the leap from one to the other. One of his error bounds does appear incorrect, although this may simply be a matter of round-off. For $r=4$ and $n=4$, he gives $\left|\epsilon_{4,4}(z)\right|<5 \times 10^{-8}$. It is a simple matter to compute directly

$$
\begin{aligned}
\lim _{t \rightarrow \infty}\left|\epsilon_{4,4}(i t)\right| & =1-\frac{a_{0}(4)}{2}-\sum_{k=1}^{4} a_{k}(4) \\
& \doteq 5.3 \times 10^{-8}
\end{aligned}
$$

His assertion about maximum errors in Fourier approximation occurring "near to the point of singularity" is questionable as well, if not incorrect altogether. It seems to rely on some sort of Gibbs effect principle, and would be accurate if $f_{E, r}(\theta)$ had a finite jump discontinuity at $\theta=-\pi / 2$. In this case, however, $f_{E, r}(\theta)$ is continuous at the endpoints
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| $n$ | $r$ | $\theta_{r, n}$ |
| :---: | :--- | :---: |
| 1 | 1 | $-\pi / 2$ |
| 1 | 1.5 | 0 |
| 2 | 2 | $-\pi / 2$ |
| 3 | 2 | $\approx-0.72$ |
| 3 | 3 | $-\pi / 2$ |
| 4 | 4 | 0 |
| 6 | 5 | $-\pi / 2$ |

Table 8.2: Location of maximum of $\eta_{r, n}(\theta)$

| $n$ | $r$ | $\left\|\epsilon_{r, n}^{\infty}\right\|$ |
| :--- | :--- | :---: |
| 1 | 1 | $8.0 \times 10^{-4}$ |
| 1 | 1.5 | $2.2 \times 10^{-4}$ |
| 2 | 2 | $5.0 \times 10^{-5}$ |
| 3 | 2 | $9.1 \times 10^{-7}$ |
| 3 | 3 | $1.1 \times 10^{-6}$ |
| 4 | 4 | $5.3 \times 10^{-8}$ |
| 6 | 5 | $1.9 \times 10^{-10}$ |

Table 8.3: Errors at infinity
and has an infinite jump discontinuity in one of its higher derivatives (its $\lfloor 2 r\rfloor+1$ derivative to be precise). Numerical checks show that Lanczos' assertion only holds in four of the seven cases noted. Specifically, letting $\theta_{r, n}$ denote the least value of $\theta$ in $[-\pi / 2, \pi / 2]$ where the maximum of $\eta_{r, n}(\theta)$ occurs, we find (empirically) the values listed in Table 8.2. Indeed, it is not difficult to construct examples in which $\eta_{r, n}(\theta)$ is zero at $\theta=-\pi / 2$. Take for example $n=1$ and $r=1.500773 \cdots$. In this case the maximum of $\left|\eta_{r, n}(\theta)\right|$ is approximately 0.00024 and it occurs at $\theta=0$.

One may surmise that Lanczos' bounds are, for each choice of $r$ and $n$, simply the error at infinity, $\epsilon_{r, n}^{\infty}$. A little calculation shows this is close, but not the case in all instances; see Table 8.3. The apparent coincidence is likely due to the fact that for many choices of $r$, the maximum of $\left|\epsilon_{r, n}(z)\right|$ does occur as $|z| \rightarrow \infty$. This is not the case in general though, as will soon be seen.
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Despite the lack of explanation, Lanczos' uniform error bounds are all correct, except for the slight difference in the $r=n=4$ case as noted. Empirical checks show that his bounds are not tight, though there is little room for improvement.

### 8.4 Luke's Error Estimates

Except for verbatim quotes of Lanczos' own estimates [7] [21], the only other work in this direction to be found in the literature is that of Luke in [17, p.31]. There the author makes observations similar to Lanczos' concerning the maximum of $\eta_{r, n}(\theta)$ near singularities of $f_{E, r}(\theta)$, and he uses this notion to bound $\epsilon_{r, n}(z)$ for $\sigma=\operatorname{Re}(z)>0$. Luke's bound is reproduced here.

From the derivation in Section 3,

$$
\begin{aligned}
\epsilon_{r, n}(z) & =\sum_{k=n+1}^{\infty} a_{k}(r) H_{k}(z) \\
& =\frac{1}{\sqrt{\pi}} \frac{\Gamma(z+1)}{\Gamma(z+1 / 2)} \sum_{k=n+1}^{\infty} a_{k}(r) \int_{-\pi / 2}^{\pi / 2} \cos ^{2 z} \theta \cos 2 k \theta d \theta \\
& =\frac{1}{\sqrt{\pi}} \frac{\Gamma(z+1)}{\Gamma(z+1 / 2)} \int_{-\pi / 2}^{\pi / 2} \cos ^{2 z} \theta \eta_{r, n}(\theta) d \theta
\end{aligned}
$$

Thus, assuming $\left|\eta_{r, n}(\theta)\right|$ is maximized at $\theta=-\pi / 2$,

$$
\begin{aligned}
\left|\epsilon_{r, n}(z)\right| & \leq \frac{1}{\sqrt{\pi}}\left|\frac{\Gamma(z+1)}{\Gamma(z+1 / 2)}\right| \int_{-\pi / 2}^{\pi / 2} \cos ^{2 \sigma} \theta\left|\eta_{r, n}(-\pi / 2)\right| d \theta \\
& =\frac{1}{\sqrt{\pi}}\left|\frac{\eta_{r, n}(-\pi / 2) \Gamma(z+1)}{\Gamma(z+1 / 2)}\right| \sqrt{\pi} \frac{\Gamma(\sigma+1) \Gamma(\sigma+1 / 2)}{\Gamma(\sigma+1) \Gamma(\sigma+1)} \\
& =\left|\frac{\eta_{r, n}(-\pi / 2) \Gamma(z+1)}{\Gamma(z+1 / 2)}\right| \frac{\Gamma(\sigma+1 / 2)}{\Gamma(\sigma+1)}
\end{aligned}
$$

Unfortunately, this argument breaks down when one considers that $\eta_{r, n}(-\pi / 2)$ has zeros as a function of $r$, as was pointed out in the discussion of the Lanczos' error bounds. Otherwise, we would find
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ourselves in the most agreeable situation of having a closed form formula for $\Gamma(z+1)$ on the right half plane. Furthermore, this error bound is not uniform since it grows without bound as $|z| \rightarrow \infty$ along lines parallel to the imaginary axis.

This subtle role of $r$ on the error bounds motivates a closer examination of $\epsilon_{r, n}(z)$ as a function of $r$.

### 8.5 Numerical Investigations \& the Zeros of $\epsilon_{r, n}^{\infty}$

When terminating the series (1.2) at a finite number of terms, other authors [7] [27] suggest an optimal strategy of choosing the truncation order $n$ based on the value of the parameter $r$. The guiding principle in this approach seems to be that large $r$ values produce small relative errors. However, this approach does not take full advantage of many of the nice properties of the error as a complex analytic function. Instead, approach the problem the other way around: for a given truncation order $n$, what value of $r$ minimizes the uniform error bound? This section presents the results of a series of numerical investigations undertaken to shed some light on the the dependence of the relative error as a function of $r$.

### 8.5.1 The Motivating Idea

The idea to examine $\epsilon_{r, n}(z)$ as a function of $r$ stems from the following line of reasoning: by Theorem 8.1, for a fixed $r$ and $n$, the maximum $M_{\Omega}$ of $\left|\epsilon_{r, n}(z)\right|$ in the right half plane occurs on the imaginary axis, possibly at $z= \pm i \infty$. In fact, by the Schwartz reflection principle, one need only consider the positive imaginary axis. Using Stirling's series as a guide, if possible, select $r=r_{*}$ so that the corresponding error at infinity, $\epsilon_{r_{*}, n}^{\infty}$, is zero. This forces the location of the maximum onto a bounded segment of the imaginary axis, hopefully close to the origin. This gives two possibilities (for this $r=r_{*}$ ):
case (i): $M_{\Omega}=0$
This case is impossible, for otherwise the result would be a closed form expression

$$
\Gamma(z+1)=\sqrt{2 \pi}\left(z+r_{*}+1 / 2\right)^{z+1 / 2} e^{-\left(z+r_{*}+1 / 2\right)} S_{r_{*}, n}(z)
$$

which could be continued analytically to the slit plane $\mathbb{C} \backslash\left(-\infty,-r_{*}-\right.$ $1 / 2)$, but which would remain bounded near $-(n+1),-(n+2), \ldots$, contrary to the unboundedness of $\Gamma$ at the negative integers.
case (ii): $M_{\Omega}>0$
In this case the maximum of $\left|\epsilon_{r_{*}, n}(z)\right|$ occurs on a bounded segment of the imaginary axis; the question remains: how to locate it? Experimentally, for each $n=0, \ldots, 10$, zeros $r_{*}$ were found and $\left|\epsilon_{r_{*}, n}(z)\right|$ on the segment $[0,2 i n]$ was examined. In each case the error function was found to have a single local maximum on this set. Could there be other local maxima further up the imaginary axis? The difficulty is that $\left|\epsilon_{r_{*}, n}(z)\right|$ in the form (8.7) is a complicated function, and maximizing it on the positive imaginary axis using analytical methods is not easy.

The problem is partially overcome with the following observation: under the transformation $z=i t /(1-t), 0 \leq t<1$, which maps the unit interval onto the positive imaginary axis, the rational functions $H_{k}(z)$ take the form

$$
\begin{aligned}
H_{k}(z(t)) & =\prod_{j=0}^{k-1} \frac{z(t)-j}{z(t)+j+1} \\
& =\prod_{j=0}^{k-1} \frac{i t /(1-t)-j}{i t /(1-t)+j+1} \\
& =\prod_{j=0}^{k-1} \frac{t(i+j)-j}{t(i-j-1)+j+1} .
\end{aligned}
$$

The $H_{k}(z(t))$ expressions in this last form are numerically stable and readily computable for $0 \leq t<1$. The upshot of this observation is that
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under the assumption that the first few terms of series $\epsilon_{r, n}(z)$ contain the bulk of the error, which turned out to be the case in practice, the error can be easily estimated as

$$
\epsilon_{r_{*}, n}(z(t)) \approx \sum_{k=n+1}^{M} a_{k}\left(r_{*}\right) H_{k}(z(t))
$$

for $M$ not too large. The problem of bounding $\left|\epsilon_{r_{*}, n}(z)\right|$ in the right half plane reduces to that of estimating the maximum of $\sum_{k=n+1}^{M} a_{k}\left(r_{*}\right) H_{k}(z(t))$ for $t \in[0,1)$.

With this strategy, the existence of zeros of $\epsilon_{r, n}^{\infty}$ is no longer an issue; for any $r \geq 0$, simply examine the finite series approximation of $\left|\epsilon_{r, n}(z(t))\right|, 0 \leq t<1$. It turned out in practice, however, that for each $n$ examined, setting $r$ to be the largest zero of $\epsilon_{r, n}^{\infty}$ produced the smallest uniform error bound for $\left|\epsilon_{r, n}(z(t))\right|$.

### 8.5.2 Zeros of $\epsilon_{r, n}^{\infty}$

The question remains, for $n$ fixed, does $\epsilon_{r, n}^{\infty}$ have zeros as a function of $r$ ? The answer was found to be yes in all cases examined. Refer to Figure 8.1 for plots of $\left[\epsilon_{r, n}^{\infty}\right]^{1 / 5}, n=0,1,2,3$, showing the location of zeros for the first few cases. ${ }^{2}$ The plots of Figure 8.1 motivated an extensive numerical investigation resulting in empirical data on the number, the smallest and the largest zeros of $\epsilon_{r, n}^{\infty} n=0, \ldots, 60$. The results of this investigation are listed in Tables C. 1 and C. 2 of Appendix C. From these tables, $\epsilon_{r, n}^{\infty}$ appears to have about $2 n$ zeros, and the largest zero appears to be about size $n$. Beyond these superficial observations, there is no more obvious trend in the data.

### 8.5.3 Improved Lanczos Formula

As an example of how these observations can be applied to achieve improved error bounds, consider the case $n=6$ which is the last case for which Lanczos gives an explicit formula and error bounds in [14].
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Figure 8.1: $\left[\epsilon_{r, n}^{\infty}\right]^{1 / 5}, n=0,1,2,3,-1 / 2<r<6$

That is,
$\Gamma(z+1)=\sqrt{2 \pi}(z+r+1 / 2)^{z+1 / 2} e^{-(z+r+1 / 2)}\left[\sum_{k=0}^{6} a_{k}(r) H_{k}(z)+\epsilon_{r, 6}(z)\right]$.
With the choice of $r=5$, Lanczos gives a uniform error bound of $\left|\epsilon_{r, 6}(z)\right|<2 \times 10^{-10}$.

Twelve zeros of $\epsilon_{r, 6}^{\infty}$ were found; call these $r_{0}, r_{1}, \ldots, r_{11}$. For each of these zeros, using the estimation techniques of Section 8.5.1, the maximum $M_{r_{j}, 6}$ of $\left|\epsilon_{r_{j}, 6}(i t /(1-t))\right|$ was estimated along with its location on the imaginary axis using first fifteen terms of $\left|\epsilon_{r_{j}, 6}(i t /(1-t))\right|$.
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Table 8.4 summarizes the results. Notice that the largest zero, $r \doteq$ 6.779506 yields the least maximum error of $2.72 \times 10^{-12}$, nearly $1 / 100$ of Lanczos' estimate.

| $j$ | $r_{j}$ | $t /(1-t)$ | $M_{r_{j}, 6}$ |
| :---: | :---: | :---: | :---: |
| 0 | -0.117620 | 0.565599 | $4.71 \times 10^{-4}$ |
| 1 | 0.684391 | 1.525502 | $2.75 \times 10^{-6}$ |
| 2 | 1.450013 | 2.388058 | $8.88 \times 10^{-8}$ |
| 3 | 2.182290 | 3.172714 | $6.78 \times 10^{-9}$ |
| 4 | 2.883225 | 3.887447 | $9.30 \times 10^{-10}$ |
| 5 | 3.553321 | 4.538907 | $1.99 \times 10^{-10}$ |
| 6 | 4.191832 | 5.133674 | $6.07 \times 10^{-11}$ |
| 7 | 4.796781 | 5.678871 | $2.49 \times 10^{-11}$ |
| 8 | 5.364813 | 6.183352 | $1.30 \times 10^{-11}$ |
| 9 | 5.891184 | 6.660957 | $8.02 \times 10^{-12}$ |
| 10 | 6.372580 | 7.137483 | $5.29 \times 10^{-12}$ |
| 11 | 6.779506 | 7.883760 | $2.72 \times 10^{-12}$ |

Table 8.4: Approximate Zeros of $\epsilon_{r, 6}^{\infty}$

Plots of $\log \left|\epsilon_{r_{j}, 6}(i t /(1-t))\right|$ for $j=0,1, \ldots, 11$ are shown in Figure 8.2. Observe that the maximum of the curve associated with the largest zero $r_{11}$ gives the smallest maximum error of approximately $\exp (-26.6)$.

To get an idea of how the maximum error along the imaginary axis varies with $r$, refer to Figure 8.3 in which $\log \left|\epsilon_{r, 4}(i t /(1-t))\right|$ is plotted for $0<t<1,0<r<5$. The ends of the deep troughs near $t=1$ correspond to the zeros of $\epsilon_{r, 4}^{\infty}{ }^{3}$. The projection of the troughs onto the $t-r$ plane are not lines parallel to the $t$-axis, but rather slowly varying curves. Bearing in mind that the vertical scale on the plot is logarithmic, the effect of the the $r$ parameter on the error is dramatic.
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Figure 8.2: $\log \left|\epsilon_{r_{j}, 6}(i t /(1-t))\right|, 0<t<1, j=0, \ldots, 11$

### 8.5.4 Optimal Formulas

In practice, for each value of $n$ examined, the largest zero of $\epsilon_{r, n}^{\infty}$ was found to produce the smallest maximum error (among all zeros), and bounds much improved on Lanczos' estimates. Tables C. 1 and C. 2 of Appendix C lists, for $n=0, \ldots, 60$, the largest zero of $\epsilon_{r, n}^{\infty}$, denoted $r(n)$, the corresponding estimates $M_{r(n), n, 5}$ and $M_{r(n), n, 15}$ of the maximum of $\left|\epsilon_{r(n), n}(i t /(1-t))\right|$ using five and then fifteen terms of the sum, respectively, and finally, the location of the maximum of $\left|\epsilon_{r(n), n}(i t)\right|$ on the imaginary axis. ${ }^{4}$. From this data it appears that five terms of the series $\left|\epsilon_{r(n), n}(i t /(1-t))\right|$ suffice to estimate the maximum error in all
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Figure 8.3: $\log \left|\epsilon_{r, 4}(i t /(1-t))\right|, 0<t<1,0<r<5$
but the first few cases.
Observe that the $n=10, r=10.900511$ row of Table C. 1 is sufficient to guarantee 16 digit floating point accuracy in the right-half plane. In this case, resolving the series $S_{r(10), 10}$ into partial fractions and rescaling

$$
\begin{aligned}
& (\gamma=1.5): \\
& \quad z!=(z+2)^{z+1 / 2} e^{-(z+2)} \sqrt{2 \pi}\left(0.999779+\frac{1.084635}{z+1}\right),
\end{aligned}
$$

which is correct up to a relative error of $2.4 \cdot 10^{-4}$ everywhere in the right complex half plane.

Note that we use $r$ to denote what Lanczos called $\gamma$ to avoid confusion with Euler's constant. It turns out that for $n=1, r=1.5$ is coincidentally very close to $1.489193 \cdots$, the largest zero of $\epsilon_{r, 1}^{\infty}$.
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the coefficients as in equation (6.14) yields the approximation

$$
\Gamma(z+1) \approx 2 \sqrt{\frac{e}{\pi}}\left(\frac{z+r(10)+1 / 2}{e}\right)^{z+1 / 2}\left[d_{0}+\sum_{k=1}^{10} \frac{d_{k}}{z+k}\right]
$$

where the coefficients $d_{k}$ are as given in Table 8.5.

| $k$ | $d_{k}$ |
| :---: | :---: |
| 0 | $+2.48574089138753565546 \times 10^{-5}$ |
| 1 | $+1.05142378581721974210 \times 10^{0}$ |
| 2 | $-3.45687097222016235469 \times 10^{0}$ |
| 3 | $+4.51227709466894823700 \times 10^{0}$ |
| 4 | $-2.98285225323576655721 \times 10^{0}$ |
| 5 | $+1.05639711577126713077 \times 10^{0}$ |
| 6 | $-1.95428773191645869583 \times 10^{-1}$ |
| 7 | $+1.70970543404441224307 \times 10^{-2}$ |
| 8 | $-5.71926117404305781283 \times 10^{-4}$ |
| 9 | $+4.63399473359905636708 \times 10^{-6}$ |
| 10 | $-2.71994908488607703910 \times 10^{-9}$ |

Table 8.5: Sample coefficients, $n=10, r=10.900511$

### 8.6 Additional Remarks

Although the results of Section 8.5 are empirical in nature, the resulting formulas and corresponding error bounds seem promising, and lead to many unanswered questions. In particular,
(i) For each $n \geq 0$, how many zeros does $\epsilon_{r, n}^{\infty}$ have? What is the largest zero?
(ii) For fixed $n$, why does the largest zero of $\epsilon_{r, n}^{\infty}$ seem to give rise to the smallest uniform bound on $\left|\epsilon_{r, n}(z)\right|$ ?
(iii) For fixed $n$ and $r$, is it possible to analytically determine the maximum of $\left|\epsilon_{r, n}(i t /(1-t))\right|$ for $t \in[0,1)$ ?
(iv) Perhaps most importantly, given $\epsilon>0$, what is the best choice of $r$ and $n$ to estimate $\Gamma$ with a relative error of at most $\epsilon$ ?
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It was observed early in the investigation that, not only does $\epsilon_{r, n}^{\infty}$ have zeros as a function of $r$, but so too do the individual $a_{k}(r)$. This is not surprising, since

$$
\epsilon_{r, n}^{\infty}=\sum_{k=n+1}^{\infty} a_{k}(r) \approx a_{n+1}(r),
$$

assuming the coefficients are rapidly decreasing. However, the relationship between $\epsilon_{r, n}^{\infty}$ and $a_{n+1}(r)$ is eye opening; refer to Figures 8.4 and 8.5 for plots of $\left[\epsilon_{r, 6}^{\infty}\right]^{1 / 7}$ and $\left[a_{7}(r)\right]^{1 / 7}$, respectively. Both functions are then plotted in Figure 8.6 and the plots are virtually indistinguishable.


Figure 8.4: $\left[\epsilon_{r, 6}^{\infty}\right]^{1 / 7},-0.2<r<7$

Numerical checks show that the zeros of $\epsilon_{r, n}^{\infty}$ and $a_{n+1}(r)$ nearly coincide in the cases examined. Furthermore, at $r(n)$ equal the largest zero of $\epsilon_{r, n}^{\infty}, a_{n+1}(r(n))$ appears to be a very good estimate for the maximum of $\left|\epsilon_{r, n}(i t /(1-t))\right|$ on $[0,1)$. This observation seems in-keeping with the rule of thumb for asymptotic series with rapidly decreasing terms: the error is about the size of the first term omitted. Oddly, though, this is not the situation here: the second coefficient omitted is almost exactly the same size as the first, but of opposite sign. These observations are summarized in Table 8.6 where for each $n=0, \ldots, 12$,
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Figure 8.5: $\left[a_{7}(r)\right]^{1 / 7},-0.2<r<7$


Figure 8.6: $\left[\epsilon_{r, 6}^{\infty}\right]^{1 / 7}$ and $\left[a_{7}(r)\right]^{1 / 7},-0.2<r<7$
listed are $r(n)$, the estimated uniform error bound $M_{r(n), n, 15}$, and the first two terms omitted from the series, $a_{n+1}(r(n))$ and $a_{n+2}(r(n))$.
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| $n$ | $r(n)$ | $M_{r(n), n, 15}$ | $a_{n+1}(r(n))$ | $a_{n+2}(r(n))$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0.319264 | $5.5 \times 10^{-3}$ | $+5.4 \times 10^{-3}$ | $-7.7 \times 10^{-3}$ |
| 1 | 1.489194 | $1.0 \times 10^{-4}$ | $-1.0 \times 10^{-4}$ | $+1.1 \times 10^{-4}$ |
| 2 | 2.603209 | $6.3 \times 10^{-7}$ | $+5.3 \times 10^{-7}$ | $-3.4 \times 10^{-7}$ |
| 3 | 3.655180 | $8.5 \times 10^{-8}$ | $+8.4 \times 10^{-8}$ | $-9.3 \times 10^{-8}$ |
| 4 | 4.340882 | $4.3 \times 10^{-9}$ | $+4.2 \times 10^{-9}$ | $-4.6 \times 10^{-9}$ |
| 5 | 5.581000 | $1.2 \times 10^{-10}$ | $-1.2 \times 10^{-10}$ | $+1.2 \times 10^{-10}$ |
| 6 | 6.779506 | $2.7 \times 10^{-12}$ | $+2.7 \times 10^{-12}$ | $-2.5 \times 10^{-12}$ |
| 7 | 7.879012 | $3.9 \times 10^{-14}$ | $+3.6 \times 10^{-14}$ | $-4.7 \times 10^{-14}$ |
| 8 | 8.406094 | $6.9 \times 10^{-15}$ | $+6.9 \times 10^{-15}$ | $-7.1 \times 10^{-15}$ |
| 9 | 9.656578 | $2.1 \times 10^{-16}$ | $-2.0 \times 10^{-16}$ | $+2.0 \times 10^{-16}$ |
| 10 | 10.900511 | $6.1 \times 10^{-18}$ | $+6.1 \times 10^{-18}$ | $-5.9 \times 10^{-18}$ |
| 11 | 12.066012 | $1.1 \times 10^{-19}$ | $-1.1 \times 10^{-19}$ | $+9.1 \times 10^{-20}$ |
| 12 | 13.144565 | $5.2 \times 10^{-21}$ | $-5.1 \times 10^{-21}$ | $+5.6 \times 10^{-21}$ |

Table 8.6: Comparison of $M_{r(n), n}$ and $a_{n+1}(r(n))$

The data in Table 8.6 would lead one to conjecture that

$$
M_{r(n), n} \approx\left|a_{n+1}(r(n))\right|
$$

which, if true, provides a much simpler method for bounding $\left|\epsilon_{r(n), n}(z)\right|$ in the right-half plane.
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## Comparison of the Methods

In this chapter we revisit the computation of $\Gamma(1+z)$ from Chapter 2 for the purpose of comparing Lanczos' method against those of Stirling and Spouge. For each of these methods $\Gamma(20+17 i)$ is computed with a relative error $\left|\epsilon_{\rho}\right|<10^{-32}$, and then formulas for $\Gamma(1+z)$ are given for each with a uniform error bound of $10^{-32}$ in the entire right-half plane $\operatorname{Re}(z) \geq 0$.

### 9.1 Stirling's Series

For this section recall the notation of Section 2.5: let

$$
E_{N, n}(z)=\int_{0}^{\infty} \frac{B_{2 n}(x)}{2 n(z+N+x)^{2 n}} d x
$$

denote the integral error term of equation (2.11), and denote by $U_{N, n}(z)$ the upper bound on $E_{N, n}(z)$ given by Theorem 2.3:

$$
U_{N, n}(z)=\left(\frac{1}{\cos (\theta / 2)}\right)^{2 n+2} \frac{B_{2 n+2}}{(2 n+2)(2 n+1)(z+N)^{2 n+1}}
$$

### 9.1.1 $\Gamma(20+17 i)$ with $\left|\epsilon_{\rho}\right|<10^{-32}$

Since $z=19+17 i$ is fixed, for convenience write $E_{N, n}=E_{N, n}(19+17 i)$ and $U_{N, n}=U_{N, n}(19+17 i)$.

From equation (8.2), $E_{N, n}$ is related to the relative error $\epsilon_{\rho}$ via

$$
e^{E_{N, n}}=\frac{1}{1-\epsilon_{\rho}}
$$
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from which

$$
\epsilon_{\rho}=1-e^{-E_{N, n}} .
$$

We want $\left|\epsilon_{\rho}\right|<10^{-32}$ which means $\left|1-e^{-E_{N, n}}\right|<10^{-32}$, which is guaranteed if

$$
\left|E_{N, n}\right| \leq\left|U_{N, n}\right|<10^{-32} / e \approx 3.6 \times 10^{-33} .
$$

The pairs $(N, n)$ which achieve this bound are listed in Table 9.1.

| $N$ | $n$ | $\left\|U_{N, n}\right\|<$ |
| :---: | :---: | :---: |
| 18 | 10 | $3.5 \times 10^{33}$ |
| 10 | 11 | $2.9 \times 10^{33}$ |
| 4 | 12 | $3.3 \times 10^{33}$ |
| 0 | 13 | $2.6 \times 10^{33}$ |

Table 9.1: Upper bound on $\left|E_{N, n}(19+17 i)\right|$ in Stirling Series

$$
\text { Selecting }(N, n)=(4,12) \text {, equation }(2.11) \text { yields }
$$

$$
\begin{aligned}
& \log \left[\Gamma(20+17 i) \prod_{k=1}^{4}(z+k)\right] \\
\approx & (19+17 i+4+1 / 2) \log (19+17 i+4)-(19+17 i+4)+\frac{1}{2} \log 2 \pi \\
& +\sum_{j=1}^{12} \frac{B_{2 j}}{2 j(2 j-1)(19+17 i+4)^{2 j-1}},
\end{aligned}
$$

from which

$$
\begin{aligned}
\Gamma(20+17 i) \doteq & -6.6530978807100357093202320786706 \times 10^{13} \\
& +i 1.3813486137818296429873066956513 \times 10^{14}
\end{aligned}
$$

Comparing this value against a high precision value produced by Maple, we find a relative error of approximately $8.5 \times 10^{-34}$.

The Bernoulli numbers in the sum range in size from $B_{2} \doteq 1.7 \times 10^{-1}$ to $B_{24} \doteq 8.7 \times 10^{4}$. The corresponding terms of the sum range in size from $2.9 \times 10^{-3}$ to $5.0 \times 10^{-32}$.
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### 9.1.2 $\Gamma(1+z)$ with $\left|\epsilon_{\rho}\right|<10^{-32}$ Uniformly

The goal this time is a formula for $\Gamma(1+z)$ with relative error $\left|\epsilon_{\rho}\right|$ bounded uniformly by $10^{-32}$ in the right-half plane. From the analysis in Section 2.5.2, $\left|U_{N, n}(z)\right|$ is maximized at $z=0$, and $N$ must be at least 1 for otherwise $\left|U_{N, n}(z)\right|$ becomes unbounded as $z \rightarrow 0^{+}$along the real axis. By the same argument as in the previous section, again in this case the bound $\left|U_{N, n}(0)\right|<3.6 \times 10^{-33}$ is sufficient to ensure $\left|\epsilon_{\rho}\right|<10^{-32}$. Computing $\left|U_{N, n}(0)\right|$ for pairs $(N, n)$ which achieve this bound results in Table 9.2. Selecting $(N, n)=(17,17)$, for example, we

| $N$ | $n$ | $\left\|U_{N, n}(0)\right\|<$ |
| :---: | :---: | :--- |
| 19 | 15 | $3.5 \times 10^{-33}$ |
| 18 | 16 | $1.4 \times 10^{-33}$ |
| 17 | 17 | $9.4 \times 10^{-34}$ |
| 16 | 18 | $9.7 \times 10^{-34}$ |
| 15 | 19 | $1.7 \times 10^{-33}$ |
| 14 | 21 | $1.1 \times 10^{-33}$ |
| 13 | 23 | $2.4 \times 10^{-33}$ |
| 12 | 28 | $2.2 \times 10^{-33}$ |

Table 9.2: Upper bound on $\left|E_{N, n}(0)\right|$ in Stirling Series
thus obtain the following formula

$$
\begin{aligned}
& \log \left[\Gamma(1+z) \prod_{k=1}^{17}(z+k)\right] \\
\approx & (z+17+1 / 2) \log (z+17)-(z+17)+\frac{1}{2} \log 2 \pi \\
& +\sum_{j=1}^{17} \frac{B_{2 j}}{2 j(2 j-1)(z+17)^{2 j-1}} .
\end{aligned}
$$

In this case, the Bernoulli numbers in the sum range in size from $B_{2} \doteq 1.7 \times 10^{-1}$ to $B_{34} \doteq 4.3 \times 10^{11}$, while the corresponding terms of the sum with $z=0$ range in size from $4.9 \times 10^{-3}$ to $9.5 \times 10^{-33}$.
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### 9.2 Spouge's Method

Before we begin, note the simplification of equation (2.17) given by the cancellation of the $\sqrt{2 \pi} \exp (-a)$ term which occurs in the leading factor, and $(2 \pi)^{-1 / 2} \exp (a)$ which occurs in each of the coefficients (2.18). Spouge's formula may then be stated

$$
\begin{equation*}
\Gamma(z+1)=(z+a)^{z+1 / 2} e^{-z}\left[\sqrt{2 \pi} e^{-a}+\sum_{k=1}^{N} \frac{d_{k}(a)}{z+k}+\epsilon(z)\right] \tag{9.1}
\end{equation*}
$$

where $N=\lceil a\rceil-1$, and

$$
\begin{equation*}
d_{k}(a)=\frac{(-1)^{k-1}}{(k-1)!}(-k+a)^{k-1 / 2} e^{-k} \tag{9.2}
\end{equation*}
$$

Under this simplification, the relative error in Spouge's formula remains the same:

$$
\left|\epsilon_{S}(a, z)\right|<\frac{\sqrt{a}}{(2 \pi)^{a+1 / 2}} \frac{1}{\operatorname{Re}(z+a)}
$$

### 9.2.1 $\Gamma(20+17 i)$ with $\left|\epsilon_{\rho}\right|<10^{-32}$

For $\left|\epsilon_{\rho}\right|<10^{-32}$ we require

$$
\frac{\sqrt{a}}{(2 \pi)^{a+1 / 2}} \frac{1}{\operatorname{Re}(19+17 i+a)}<10^{-32} .
$$

The left hand side of this expression is eventually decreasing as a function of $a$, and drops below $10^{-32}$ between $a=38$ and $a=39$. Thus $N=38$, and computing the coefficients using (9.2) results in Table 9.3. Inserting these values in equation (9.1) we find to 32 digits

$$
\begin{aligned}
\Gamma(20+17 i) \doteq & -6.6530978807100357093202320786706 \times 10^{13} \\
& +i 1.3813486137818296429873066956513 \times 10^{14}
\end{aligned}
$$

In this instance, comparing this value against a high precision value produced by Maple, the relative error is approximately $2.6 \times 10^{-44}$, which is much more than necessary. Through experimentation the value $a=29$ is found give the desired accuracy, and the series can thus be reduced by 10 terms.
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| $k$ | $d_{k}(39)$ | $k$ | $d_{k}(39)$ |
| :---: | :---: | :---: | :---: |
| 0 | $+2.8947105233858572256681259383826 \times 10^{-17}$ | 20 | $-1.4612043596445044389340540663592 \times 10^{-1}$ |
| 1 | $+2.2677611785616408448051623649413 \times 10^{0}$ | 21 | $+1.6856896402284750130501640213058 \times 10^{-2}$ |
| 2 | $-3.0458858426261684740752182066857 \times 10^{1}$ | 22 | $-1.5553541637142526870805344933539 \times 10^{-3}$ |
| 3 | $+1.9357212181425501030368331204744 \times 10^{2}$ | 23 | $+1.1302120506210549847428847358464 \times 10^{-4}$ |
| 4 | $-7.7429949716371535150533416191734 \times 10^{2}$ | 24 | $-6.3472060001627477262571023780708 \times 10^{-6}$ |
| 5 | $+2.1876179361012802304828398825556 \times 10^{3}$ | 25 | $+2.6919634338361067149994936318051 \times 10^{-7}$ |
| 6 | $-4.6438537277548560417623360405775 \times 10^{3}$ | 26 | $-8.3801786194339100406682820681103 \times 10^{-9}$ |
| 7 | $+7.6927388480783573540015702664876 \times 10^{3}$ | 27 | $+1.8481319798192137441154507903452 \times 10^{-10}$ |
| 8 | $-1.0195917484892786070501293142239 \times 10^{4}$ | 28 | $-2.7610263895691596705265848094462 \times 10^{-12}$ |
| 9 | $+1.0999167217153749462567889811423 \times 10^{4}$ | 29 | $+2.6382697777056113806964677703858 \times 10^{-14}$ |
| 10 | $-9.7740178567227019446568421903035 \times 10^{3}$ | 30 | $-1.4954804884394724082929843529081 \times 10^{-16}$ |
| 11 | $+7.2136820304845623606047714747868 \times 10^{3}$ | 31 | $+4.5441806633655985113201441255734 \times 10^{-19}$ |
| 12 | $-4.4462490659018128337839056551451 \times 10^{3}$ | 32 | $-6.4289947451722952263534424159053 \times 10^{-22}$ |
| 13 | $+2.2961572174783000519663098692718 \times 10^{3}$ | 33 | $+3.4516439287785093504202451110646 \times 10^{-25}$ |
| 14 | $-9.9491746363493229520431441706026 \times 10^{2}$ | 34 | $-5.1380351805226988204329822384216 \times 10^{-29}$ |
| 15 | $+3.6160749560761185688455782354331 \times 10^{2}$ | 35 | $+1.2606607461787976943234811185446 \times 10^{-33}$ |
| 16 | $-1.1004495488313215123003718194264 \times 10^{2}$ | 36 | $-1.9452281496812994762288072286241 \times 10^{-39}$ |
| 17 | $+2.7947852816195578994204731195154 \times 10^{1}$ | 37 | $+2.2292761113182594463394149297371 \times 10^{-47}$ |
| 18 | $-5.8947917688963354031891858182660 \times 10^{0}$ | 38 | $-2.2807244297698558308437038776471 \times 10^{-60}$ |
| 19 | $+1.0259323949497584239156793246602 \times 10^{0}$ |  |  |
|  |  |  |  |
| 10 |  |  |  |

Table 9.3: Coefficients of Spouge's series, $a=39$

### 9.2.2 $\Gamma(1+z)$ with $\left|\epsilon_{\rho}\right|<10^{-32}$ Uniformly

In the case of Spouge's method with a uniform bound the procedure is essentially the same. The bound on the relative error is greatest when $\operatorname{Re}(z)=0$, so for $\left|\epsilon_{\rho}\right|<10^{-32}$ we require

$$
\frac{\sqrt{a}}{(2 \pi)^{a+1 / 2}} \frac{1}{a}<10^{-32}
$$

Again this is satisfied for $a$ between 38 and 39 , so $N=38$ and the coefficients in the uniform case are those of Table 9.3.
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### 9.3 Lanczos' Method

In the Lanczos case there is only one situation to consider since the error bounds developed in Chapter 8 give only uniform error bounds. For this method we examine pairs $(n, r(n))$, where $r(n)$ is the largest zero of $\epsilon_{r, n}^{\infty}$, and determine the least $n$ which yields the prescribed error bound. For $\left|\epsilon_{\rho}\right|<10^{-32}$ we find using Table C. 1 that $n=21, r=22.618910$ gives the empirical bound $\left|\epsilon_{r, n}(i t /(1-t))\right| \leq 2 \times 10^{-34}$ for $t \in[0,1)$. Thus, by equation (8.6),

$$
\begin{aligned}
\left|\epsilon_{\rho}\right| & \leq\left(\frac{\pi}{e}\right)^{1 / 2} 2 \times 10^{-34} \\
& <2.2 \times 10^{-34}
\end{aligned}
$$

Using the formulation (6.14), we find

$$
\Gamma(z+1)=2 \sqrt{\frac{e}{\pi}}\left(\frac{z+r(21)+1 / 2}{e}\right)^{z+1 / 2}\left[d_{0}+\sum_{k=1}^{21} \frac{d_{k}}{z+k}\right]
$$

where the coefficients $d_{k}$ are given in Table 9.4.
Evaluating this expression at $z=19+17 i$ we find to 32 digits

$$
\begin{aligned}
\Gamma(20+17 i) \doteq & -6.6530978807100357093202320786706 \times 10^{13} \\
& +i 1.3813486137818296429873066956513 \times 10^{14}
\end{aligned}
$$

The relative error in this calculation is less than $1.5 \times 10^{-42}$.

### 9.4 Discussion

All three methods considered here have their benefits and shortfalls, and the question of which is best is not a clearcut one. Several factors must be considered, in particular:

1. The computational cost of the method;
2. Whether the series coefficients are available in precomputed form;
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| $k$ | $d_{k}$ |
| :---: | :--- |
| 0 | $+2.0240434640140357514731512432760 \times 10^{-10}$ |
| 1 | $+1.5333183020199267370932516012553 \times 10^{0}$ |
| 2 | $-1.1640274608858812982567477805332 \times 10^{1}$ |
| 3 | $+4.0053698000222503376927701573076 \times 10^{1}$ |
| 4 | $-8.2667863469173479039227422723581 \times 10^{1}$ |
| 5 | $+1.1414465885256804336106748692495 \times 10^{2}$ |
| 6 | $-1.1135645608449754488425056563075 \times 10^{2}$ |
| 7 | $+7.9037451549298877731413453151252 \times 10^{1}$ |
| 8 | $-4.1415428804507353801947558814560 \times 10^{1}$ |
| 9 | $+1.6094742170165161102085734210327 \times 10^{1}$ |
| 10 | $-4.6223809979028638614212851576524 \times 10^{0}$ |
| 11 | $+9.7030884294357827423006360746167 \times 10^{-1}$ |
| 12 | $-1.4607332380456449418243363858893 \times 10^{-1}$ |
| 13 | $+1.5330325530769204955496334450658 \times 10^{-2}$ |
| 14 | $-1.0773862404547660506042948153734 \times 10^{-3}$ |
| 15 | $+4.7911128916072940196391032755132 \times 10^{-5}$ |
| 16 | $-1.2437781042887028450811158692678 \times 10^{-6}$ |
| 17 | $+1.6751019107496606112103160490729 \times 10^{-8}$ |
| 18 | $-9.7674656970897286097939311684868 \times 10^{-11}$ |
| 19 | $+1.8326577220560509759575892664132 \times 10^{-13}$ |
| 20 | $-6.4508377189118502115673823719605 \times 10^{-17}$ |
| 21 | $+1.3382662604773700632782310392171 \times 10^{-21}$ |

Table 9.4: Coefficients of Lanczos' series, $r=22.618910$
3. The precision of the available hardware and software; and
4. Whether a uniform or point-wise error bound is required.

All three methods considered here have essentially the same leading factor but differ in the terms of their respective series. Assuming for the moment that the constant terms of the series have been precomputed, the computational cost of the series terms then serves as a measure of the efficiency of each method. Stirling's series has the additional product term which must also be considered in the cost.

For the evaluation of $\Gamma(1+z)$ with a uniformly bounded error, the Lanczos method appears to be the clear winner. In the case $\left|\epsilon_{\rho}\right|<10^{-32}$ considered here, 21 divisions and 21 additions were required in the
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sum. By contrast, Stirling's series required 16 powers, divisions and additions in the series, and a further 16 multiplications in the product term. Spouge's method requires 38 additions and divisions.

For evaluation at a single value of $z$, especially if $|z|$ is large, Stirling's series is most efficient due to the error term which decreases like $|z+N|^{-(2 n+1)}$ with increasing $|z|$. Spouge's error decreases with increasing $|z|$, but only like $|\operatorname{Re}(z+a)|^{-1}$. The Lanczos error also decrease to zero as $|z| \rightarrow \infty$, by virtue of the choice of $r$ as the largest zero of $\epsilon_{r, n}^{\infty}$, but the rate has not been quantified, though experimentally it appears to be slow.

The situation changes, however, if the constant terms in the series must be computed first. In this case, the easiest coefficients to evaluate are those of Spouge's series as given by equation (9.2). Simple recursion formulas for the calculation of the Bernoulli numbers in Stirling's series are known, see [28, p.6], which puts Stirling's series in second place. The coefficients of Lanczos' series are the most labour intensive to calculate.

In the examples presented here the focus was relative error, and we have tacitly assumed infinite floating point precision, an unrealistic assumption in practice. In reality, the floating point precision of the hardware and software used may introduce round-off or overflow errors, and this becomes a serious concern in gamma function calculations. To prevent overflow error in Spouge's and Lanczos' methods, one should first compute $\log \Gamma(1+z)$ as in Stirling's series, and then take the exponential of the result.

As was already noted in Chapter 6, generous decimal precision is required in the calculation of coefficients in the Lanczos method since the relatively small coefficients are the result of adding many larger terms of alternating sign. The matrix methods of Section 6.7 help to lessen this problem. In Stirling's series one must pay attention to the rapidly increasing Bernoulli numbers and select the parameters $n$ and $N$ accordingly. As was noted in Section 2.5.2, it is possible to achieve a relative error of order $10^{-34}$ in the calculation of $\Gamma(7+13 i)$ using $(N, n)=(0,38)$, but the largest Bernoulli number required will be of order $10^{50}$. Roundoff can also be a problem in the summation of the series themselves, even with accurately computed coefficients. For example, the coefficients in Table 9.3 span 63 orders of magnitude, and many significant digits of some individual terms will be lost in a 32 digit environment.

## Chapter 10

## Consequences of Lanczos' Paper

There are several consequences to the techniques and ideas used in Lanczos' paper which extend beyond the computation of the gamma function. This chapter illustrates some of these extensions and mentions areas worthy of further study.

We first see how Lanczos' derivation of (1.1) is a special case of a much more general process which defines a transform between square summable functions on $[-\pi / 2, \pi / 2]$ and analytic functions on half planes. This can be used to express certain functions as series similar to (1.1). Some less than obvious combinatorial identities are then stated as consequences of the Lanczos Limit Formula. Finally, an improvement to Stirling's formula is noted based on the existence of zeros of the error function $\epsilon_{r, 0}^{\infty}$.

### 10.1 The Lanczos Transform

In his original paper, Lanczos refers to equation (3.6) as an integral transform, which is here termed a "Lanczos Transform". That is, in (3.6), $\Gamma(z+1 / 2)(z+r+1 / 2)^{-(z+1 / 2)} \exp (z+r+1 / 2) \sqrt{2}$ is the Lanczos Transform of $f_{E, r}(\theta)$. The transform is worthy of special attention as the techniques used to compute it generalize easily from those used in the gamma function case.

Suppose $F(z)$ is defined for $\operatorname{Re}(z) \geq 0$ as

$$
F(z)=\int_{-\pi / 2}^{\pi / 2} \cos ^{2 z} \theta g(\theta) d \theta
$$

where $g(\theta) \in L^{2}[-\pi / 2, \pi / 2]$ is even. Note that $g$ is very general, the only requirement being that it be square summable with respect to Lebesgue measure. Then the Fourier coefficients

$$
a_{k}=\frac{2}{\pi} \int_{-\pi / 2}^{\pi / 2} g(\theta) \cos (2 k \theta) d \theta
$$

are defined, and we can associate with $g$ its Fourier series

$$
g(\theta) \sim \sum_{k=0}^{\infty} a_{k} \cos (2 k \theta) .
$$

The $\sim$ symbol is used since the series converges to $g$ in $L^{2}[-\pi / 2, \pi / 2]$, though not necessarily pointwise. Nonetheless, since $\cos ^{2 z} \theta \in L^{2}[-\pi / 2, \pi / 2]$, it follows from Parseval's theorem and identity (3.9) of Lemma 3.2 that

$$
\begin{align*}
F(z) & =\int_{-\pi / 2}^{\pi / 2} \cos ^{2 z} \theta g(\theta) d \theta \\
& =\sqrt{\pi} \frac{\Gamma(z+1 / 2)}{\Gamma(z+1)} \sum_{k=0}^{\infty} a_{k} H_{k}(z) . \tag{10.1}
\end{align*}
$$

Each of the functions $H_{k}(z)$ is analytic for $\operatorname{Re}(z)>-1 / 4$. Let $K$ be a compact subset of this region. Taking $r=1 / 4$ in the proof of Theorem 5.1 shows that $H_{k}(z)=O\left(k^{-1 / 2-\delta}\right)$ on $K$ for some $\delta>0$. By the Schwarz inequality,

$$
\left(\sum_{k=N}^{\infty}\left|a_{k}\right|\left|H_{k}(z)\right|\right)^{2} \leq C\left(\sum_{k=N}^{\infty}\left|a_{k}\right|^{2}\right)\left(\sum_{k=N}^{\infty} \frac{1}{k^{1+2 \delta}}\right)
$$

on $K$ for some constant $C$ which does not depend on $N$. The right hand side of this inequality can be made as small as desired by choosing $N$ sufficiently large. Thus the series in (10.1) converges absolutely and uniformly on $K$, and since $K$ was arbitrary, (10.1) defines $F(z)$ as an analytic function on $\operatorname{Re}(z)>-1 / 4$.

If in addition $g^{(k)}(\theta)$ is continuous with $g^{(k)}(-\pi / 2)=g^{(k)}(\pi / 2)$, $k=0, \ldots, m, m \geq 1$, then the Fourier coefficients $a_{k}=O\left(k^{-m}\right)$. For
an arbitrary compact $K \subset \mathbb{C} \backslash\{-1,-2, \ldots\}$, again from the proof of Theorem 5.1 we have $H_{k}(z)=O\left(k^{-2 \sigma-1}\right)$ on $K$. Therefore, provided $\operatorname{Re}(-2 z-m-1)<-1$, the series in (10.1) will converge absolutely and uniformly on $K$, and thus defines an analytic function in the region

$$
\{z \in \mathbb{C} \mid \operatorname{Re}(z)>-m / 2 \text { and } z \neq-1,-2,-3, \ldots\}
$$

Since the $\Gamma(z+1 / 2) / \Gamma(z+1)$ factor of (10.1) cancels the poles at the negative integers but introduces simple poles at $z=-1 / 2,-3 / 2,-5 / 2, \ldots$, the conclusion is that equation (10.1) defines $F(z)$ as an analytic function on the half plane $\operatorname{Re}(z)>-m / 2$ except for $z=-1 / 2,-3 / 2,-5 / 2, \ldots$.

Furthermore, if $F(z)$ is approximated by truncating the series in (10.1) after the $n^{\text {th }}$ term, the resulting error $\epsilon_{r, n}(z)=\sum_{k=n+1}^{\infty} a_{k} H_{k}(z)$ has the property that in the half plane $\Omega=\operatorname{Re}(z) \geq 0$,

$$
\begin{aligned}
\lim _{\substack{|z| \rightarrow \infty \\
z \in \Omega}} \epsilon_{r, n}(z) & =\sum_{k=n+1}^{\infty} a_{k} \\
& =g(0)-\sum_{k=0}^{n} a_{k}
\end{aligned}
$$

a constant. Invoking Lemma 8.2, the maximum of $\left|\epsilon_{r, n}(z)\right|$ in $\Omega$ occurs on the line $\operatorname{Re}(z)=0$, and the maxima can be located and estimated by examining the first few terms of series $\left|\epsilon_{r, n}(i t /(1-t))\right|, 0 \leq t<1$.

As in the gamma function case, the coefficients can be found in several ways. If $F(z)$ is known on the non negative integers, the Horner type method of Section 6.2, and the Lanczos method of Section 6.1 carry over word for word, with the Horner method probably the more practical. If $g(\theta)$ is easy to compute, the finite Fourier series described in Section 6.4.1 may prove more efficient. The Lanczos method is repeated here. From the definition of Chebyshev polynomi-
als, $T_{k}(\cos \theta)=\cos (k \theta)$. Thus

$$
\begin{aligned}
a_{k} & =\frac{2}{\pi} \int_{-\pi / 2}^{\pi / 2} g(\theta) \cos (2 k \theta) d \theta \\
& =\frac{2}{\pi} \int_{-\pi / 2}^{\pi / 2} g(\theta) \sum_{j=0}^{k} C_{2 j, 2 k} \cos ^{2 j} \theta d \theta \\
& =\frac{2}{\pi} \sum_{j=0}^{k} C_{2 j, 2 k} \int_{-\pi / 2}^{\pi / 2} \cos ^{2 j} \theta g(\theta) d \theta \\
& =\frac{2}{\pi} \sum_{j=0}^{k} C_{2 j, 2 k} F(j) .
\end{aligned}
$$

To go in the other direction, suppose the function $F(z)$ is given analytic on a domain including the non-negative real axis. Compute the coefficients

$$
a_{k}=\frac{2}{\pi} \sum_{j=0}^{k} C_{2 j, 2 k} F(j)
$$

and form the formal sum

$$
g(\theta)=\sum_{k=0}^{\infty} a_{k} \cos (2 k \theta) .
$$

If this series is in $L^{2}[-\pi / 2, \pi / 2]$, that is, if $\sum_{k=0}^{\infty} a_{k}^{2}<\infty$, then it defines $g(\theta)$ as the inverse transform of $F(z)$.

## An Example

The following example is found in [13, p.45]. The Bessel function of the first kind of order $z$ not necessarily an integer can be expressed

$$
J_{z}(x)=\frac{1}{\sqrt{\pi}} \frac{(x / 2)^{z}}{\Gamma(z+1 / 2)} \int_{-\pi / 2}^{\pi / 2} \cos ^{2 z} \theta \cos (x \sin \theta) d \theta
$$
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Letting

$$
F(z, x)=\sqrt{\pi} J_{z}(x) \Gamma(z+1 / 2)(x / 2)^{-z},
$$

we see that $F(z, x)$ is the Lanczos transform of $\cos (x \sin \theta)$. Hence

$$
F(z, x)=\sqrt{\pi} \frac{\Gamma(z+1 / 2)}{\Gamma(z+1)} \sum_{k=0}^{\infty} a_{k}(x) H_{k}(z)
$$

so that

$$
J_{z}(x)=\frac{(x / 2)^{z}}{\Gamma(z+1)} \sum_{k=0}^{\prime} a_{k}(x) H_{k}(z) .
$$

The coefficients $a_{k}(x)$ are given by

$$
\begin{aligned}
a_{k}(x) & =\frac{2}{\pi} \sum_{j=0}^{k} C_{2 j, 2 k} F(j, x) \\
& =\frac{2}{\sqrt{\pi}} \sum_{j=0}^{k} C_{2 j, 2 k} J_{j}(x) \Gamma(j+1 / 2)(x / 2)^{-j} .
\end{aligned}
$$

On the other hand, with the transformation $\phi=\theta-\pi / 2$, the Fourier coefficients become

$$
\begin{aligned}
a_{k}(x) & =\frac{2}{\pi} \int_{-\pi / 2}^{\pi / 2} \cos (x \sin \theta) \cos (2 k \theta) d \theta \\
& =\frac{2}{\pi} \int_{0}^{\pi} \cos (x \sin (\phi+\pi / 2)) \cos (2 k(\phi+\pi / 2)) d \phi \\
& =(-1)^{k} \frac{2}{\pi} \int_{0}^{\pi} \cos (x \cos \phi) \cos (2 k \phi) d \phi \\
& =2 J_{2 k}(x)
\end{aligned}
$$

This shows how the Bessel function of even integer order $2 k$ can be expressed in terms of Bessel functions of integer order less than or
equal to $k$ :

$$
J_{2 k}(x)=\frac{1}{\sqrt{\pi}} \sum_{j=0}^{k} C_{2 j, 2 k} J_{j}(x) \Gamma(j+1 / 2)(x / 2)^{-j}
$$

More importantly,

$$
J_{z}(x)=\frac{2(x / 2)^{z}}{\Gamma(z+1)} \sum_{k=0}^{\infty} J_{2 k}(x) H_{k}(z) .
$$

It is interesting in this case to examine what the properties of $g(\theta)=$ $\cos (x \sin \theta)$ say about the rate of convergence of the series. In this case, $g^{(k)}(-\pi / 2)=g^{(k)}(\pi / 2)$, for all $k \geq 0$, so that for fixed $x, a_{k}(x)=$ $2 J_{2 k}(x)=O\left(k^{-n}\right)$ for any $n \geq 0$ as $k \rightarrow \infty$. Furthermore, again for fixed $x, J_{z}(x)$ is entire as a function of $z$.

### 10.2 A Combinatorial Identity

The following non-trivial identities are consequences of the Lanczos Limit Formula 7.1:

Lemma 10.1. Suppose $n \geq 1$ is an integer. Then

$$
\begin{equation*}
\frac{1}{2}+\sum_{k=1}^{n}(-1)^{k} \frac{n!n!}{(n-k)!(n+k)!}=0 \tag{i}
\end{equation*}
$$

(ii)

$$
\sum_{k=1}^{n}(-1)^{n+k} \frac{k^{2 n}}{(n-k)!(n+k)!}=\frac{1}{2}
$$

Proof of Lemma 10.1: From 7.1,

$$
\Gamma(z+1)=2 \lim _{r \rightarrow \infty} r^{z}\left[\frac{1}{2}+\sum_{k=1}^{\infty}(-1)^{k} e^{-k^{2} / r} H_{k}(z)\right]
$$

Setting $z=n$ terminates the series giving

$$
n!=2 \lim _{r \rightarrow \infty} r^{n}\left[\frac{1}{2}+\sum_{k=1}^{n}(-1)^{k} e^{-k^{2} / r} \frac{n!n!}{(n-k)!(n+k)!}\right] .
$$

Since $r^{n} \rightarrow \infty$ while $n$ ! remains constant, it follows that the term in square brackets must tend to zero as $r \rightarrow \infty$. This gives (i).

For (ii), again setting $z=n$ terminates the series which may be written

$$
n!=2 \lim _{r \rightarrow \infty} \frac{\frac{1}{2}+\sum_{k=1}^{n}(-1)^{k} e^{-k^{2} / r} \frac{n!n!}{(n-k)!(n+k)!}}{r^{-n}}
$$

Applying L'Hôpital's rule $n$ times then gives

$$
\begin{aligned}
n! & \stackrel{H}{=} 2 \lim _{r \rightarrow \infty} \frac{\sum_{k=1}^{n}(-1)^{k} e^{-k^{2} / r} \frac{n!n!}{(n-k)!(n+k)!} k^{2}}{-n r^{-n+1}} \\
& \stackrel{H}{=} 2 \lim _{r \rightarrow \infty} \frac{\sum_{k=1}^{n}(-1)^{k} e^{-k^{2} / r} \frac{n!n!}{(n-k)!(n+k)!} k^{4}}{n(n-1) r^{-n+2}} \\
& \vdots \\
& \xlongequal{H} \\
& 2 \lim _{r \rightarrow \infty} \frac{\sum_{k=1}^{n}(-1)^{k} e^{-k^{2} / r} \frac{n!n!}{(n-k)!(n+k)!} k^{2 n}}{(-1)^{n} n!} \\
& 2 \sum_{k=1}^{n}(-1)^{k+n} \frac{n!}{(n-k)!(n+k)!} k^{2 n}
\end{aligned}
$$

which yields (ii) upon canceling the $n$ ! terms and moving the constant 2 to the left hand side.

### 10.3 Variations on Stirling's Formula

For large real $z>0$, Stirling's formula (2.12) is often expressed

$$
\begin{equation*}
\Gamma(z+1)=e^{-z} z^{z+1 / 2}(2 \pi)^{1 / 2} e^{\theta /(12 z)} \tag{10.2}
\end{equation*}
$$

for some $0<\theta<1$, with resulting relative $\operatorname{error} \exp (\theta /(12 z))-1 \approx$ $\theta /(12 z)$ which decreases with increasing $z$. However, without some manipulation, the formula is not very effective for small $z$. Spouge in [27] derives the more visually pleasing approximation

$$
\begin{equation*}
\Gamma(z+1) \approx(z+1 / 2)^{z+1 / 2} e^{-(z+1 / 2)} \sqrt{2 \pi} \tag{10.3}
\end{equation*}
$$

with bounded relative error

$$
\epsilon(z)<\frac{1}{\sqrt{2 \pi e}} \frac{\log 2}{\pi} \frac{1}{\sigma+1 / 2}
$$

which is at most 0.107 at $\sigma=\operatorname{Re}(z)=0$. As he notes, (10.3) is not only simpler, but more accurate than Stirling's formula (10.2).

In this section a formula similar in form to both (10.2) and (10.3) is found as a result of the previous analysis of the relative error in Section 8.5.4, and a generalization of the formula is noted. For this section the variable $a:=r+1 / 2$ is introduced to simplify the resulting formulas.

The work in Section 8.5.4 furnishes an improvement to (10.2), albeit with the introduction of a slightly complicated constant. Letting $r(0)$ denote the largest zero of $\epsilon_{r, 0}^{\infty}$, and setting $a=r(0)+1 / 2$, we find

$$
\begin{align*}
\Gamma(z+1) & =(z+a)^{(z+1 / 2)} e^{-(z+a)} \sqrt{2 \pi}\left[\frac{a_{0}(r(0))}{2}+\epsilon_{r(0), 0}(z)\right] \\
& \approx(z+a)^{(z+1 / 2)} e^{-(z+a)} \sqrt{2 \pi} \tag{10.4}
\end{align*}
$$

since $\epsilon_{r(0), 0}^{\infty}=0$ implies $a_{0}(r(0)) / 2=1$. This approximation is valid in the entire right half plane $\operatorname{Re}(z) \geq 0$, is asymptotic to $\Gamma(z+1)$ as $|z| \rightarrow \infty$ in this region, and has an empirically determined relative error $\left|\epsilon_{r(0), 0}(z)\right|<0.006$.

The constant $a \doteq 0.819264$ appears complicated, but it turns out that the solutions of $\epsilon_{r, n}^{\infty}=0$ can be found explicitly in terms of Lambert $W$ functions in the $n=0$ case, as will now be shown.

Lemma 10.2. Let $r(0)$ be the largest zero of $\epsilon_{r, 0}^{\infty}$, and $a=r(0)+1 / 2$. Then $a=-W(-1 / \pi) / 2$.

Proof of Lemma 10.2: Recall that

$$
\begin{aligned}
\frac{a_{0}}{2} & =\frac{e^{r+1 / 2}}{\sqrt{2 \pi(r+1 / 2)}} \\
& =\frac{e^{a}}{\sqrt{2 \pi a}}
\end{aligned}
$$
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The real zeros of $\epsilon_{r, 0}^{\infty}$ are the solutions of $1-a_{0} / 2=0$, so

$$
\begin{aligned}
1 & =\frac{e^{a}}{\sqrt{2 \pi a}} \\
2 \pi a & =e^{2 a} \\
-2 a e^{-2 a} & =-\frac{1}{\pi} .
\end{aligned}
$$

That is, $-2 a=W(-1 / \pi)$ whose only real roots are

$$
\begin{aligned}
a & =-W_{0}(-1 / \pi) / 2 \\
& \doteq 0.276914
\end{aligned}
$$

and

$$
\begin{aligned}
a & =-W_{-1}(-1 / \pi) / 2 \\
& \doteq 0.819264
\end{aligned}
$$

The value of $a=-W_{-1}(-1 / \pi) / 2$ makes (10.4) exact at $z=0$, and (10.4) is exact at infinity, regardless of the value of $a$. It is natural to ask if, given $z$, can a value for $a$ be found such that (10.4) is again exact? In other words, can a function $a(z)$ be defined on some subset of $\mathbb{C}$ such that on this set

$$
\Gamma(z+1)=(z+a(z))^{(z+1 / 2)} e^{-(z+a(z))} \sqrt{2 \pi} ?
$$

Recalling the definition of $F_{r}(z)$ from Section 8.2

$$
F_{r}(z)=\Gamma(z+1)(z+r+1 / 2)^{-(z+1 / 2)} e^{z+r+1 / 2}(2 \pi)^{-1 / 2}
$$

for fixed $z \geq 0$ real, this is equivalent to asking if $F_{r}(z)-1=0$ has solutions. The answer is yes. The following property of $F_{r}(z)$ will be needed (see [27]):

Lemma 10.3. $F_{0}(z)$ strictly increases to 1 as $z \rightarrow \infty$, and $F_{0}(0)=$ $\sqrt{e / \pi}$.

From this result follows
Lemma 10.4. Let $z>0$ be fixed. Then $F_{r}(z)-1=0$ has solutions as a function of $r$.

Proof of Lemma 10.4: First, note that $F_{r}(z)$ is continuous for $(r, z) \in$ $(-1 / 2, \infty) \times[0, \infty)$. Secondly, observe that

$$
\lim _{r \rightarrow-1 / 2} F_{r}(z)-1=\lim _{r \rightarrow \infty} F_{r}(z)-1=\infty
$$

Thirdly, by Lemma $10.3, F_{0}(z)-1 \uparrow 0$ as $z \rightarrow \infty$, so that $F_{0}(z)-1<0$. Thus for $z>0$ fixed, $F_{r}(z)$ has at least two zeros as a function of $r$.

An explicit formula for $a(z)$ can be found with the help of the Lambert $W$ function. Suppose that $z$ is real and positive. Then

$$
\Gamma(z+1)=(z+a(z))^{(z+1 / 2)} e^{-(z+a(z))} \sqrt{2 \pi}
$$

so that

$$
\frac{\Gamma(z+1)}{\sqrt{2 \pi}}=(z+a(z))^{(z+1 / 2)} e^{-(z+a(z))}
$$

Raising both side to the power $1 /(z+1 / 2)$ and then multiplying through by $-1 /(z+1 / 2)$ gives

$$
\frac{-1}{z+1 / 2}\left[\frac{\Gamma(z+1)}{\sqrt{2 \pi}}\right]^{1 /(z+1 / 2)}=-\frac{z+a(z)}{z+1 / 2} e^{-\frac{z+a(z)}{z+1 / 2}}
$$

whence

$$
-\frac{z+a(z)}{z+1 / 2}=W_{k}\left(\frac{-1}{z+1 / 2}\left[\frac{\Gamma(z+1)}{\sqrt{2 \pi}}\right]^{1 /(z+1 / 2)}\right)
$$

and

$$
\begin{equation*}
a(z)=-z-(z+1 / 2) W_{k}\left(\frac{-1}{z+1 / 2}\left[\frac{\Gamma(z+1)}{\sqrt{2 \pi}}\right]^{1 /(z+1 / 2)}\right) \tag{10.5}
\end{equation*}
$$

For real $z$ the branches $W_{-1}$ and $W_{0}$ are real, yielding two solutions which are here denoted $a(-1, z)$ and $a(0, z)$. Unfortunately equation (10.5) is not of much practical use computationally without some additional approximation of $\Gamma$ itself, and the question of whether these equations gives rise to more efficient $\Gamma$ approximation schemes was not studied further.

Equation (10.5) does, however, give a picture of what $a(-1, z)$ and $a(0, z)$ look like, thanks to the Lambert $W$ evaluation routines of Maple 8. See Figure 10.1 for plots of these functions over the scaled real line $z /(1-z), 0 \leq z<1$. It is interesting to observe how little these function appear to vary over the entire real line, in particular $a(-1, z)$ which is approximately 0.82 at $z=0$ and decreases to about 0.79 as $z \rightarrow \infty$.


Figure 10.1: Path of $a\left(0, \frac{z}{1-z}\right), a\left(-1, \frac{z}{1-z}\right), 0 \leq z<1$

## Chapter 11

## Conclusion and Future Work

From the work done here it is clear that Lanczos' formula merits serious consideration as a viable alternative to Stirling's series for the efficient computation of the classical gamma function. Furthermore, the generalized idea of the Lanczos transform described in Chapter 10 holds some promise as an approximation method for a larger class of functions. There are, however, several unresolved issues and areas in need of further investigation. This concluding chapter comments on a number of unsettled questions, and conjecture answers to some of these. Specifically:
With respect to Lanczos' paper itself:

1. What is the precise asymptotic bound on the coefficients $a_{k}(r)$ of the main series $S_{r}(z)$ as $k \rightarrow \infty$ ?
2. Can the convergence of $S_{r}(z)$ be extended from $\operatorname{Re}(z)>-r$ to $\operatorname{Re}(z)>-r-1 / 2$ as Lanczos claims?
3. How can the proof of the Lanczos Limit Formula (7.1) be extended to $\operatorname{Re}(z)<0$ ?

With respect to the error bounding methods of Chapter 8:

1. Is there an analytical method to bound the relative error function $\left|\epsilon_{r, n}(i t /(1-t))\right|$ for $0 \leq t<1$, and hence $\left|\epsilon_{r, n}(z)\right|$ uniformly in the right-half plane? More simply, in the $n=0$ case, is there an analytic bound for $\left|\epsilon_{r, 0}(i t)\right|=\left|F_{r}(i t)-1\right|$ ?
2. What is the precise relationship between the largest zero of the relative error at infinity, $\epsilon_{r, n}^{\infty}$, and the maximum of $\left|\epsilon_{r, n}(i t /(1-t))\right|$ on $0 \leq t<1$ ?
3. How many zeros does $\epsilon_{r, n}^{\infty}$ have? How are they distributed? What is the largest one? The same questions apply to the individual coefficients $a_{k}(r)$.

Finally, and perhaps most importantly, with respect to a deterministic algorithm:

1. Is there a deterministic algorithm which, given $z$ and $\epsilon>0$, prescribes $n$ and $r$ so that $\Gamma(z+1)$ is computed with relative error at most $\epsilon$ ?
2. What is the relationship between $r, n$ and the location of the Lanczos shelf? How can the Lanczos shelf be used to best select $r$ as a function of $n$ to minimize the relative error?

### 11.1 Outstanding Questions Related to Lanczos' Paper

Lanczos does not comment on the precise rate of decay of the coefficients $a_{k}(r)$ of the main series $S_{r}(z)$. He does, however, make statements about the rate and region of convergence of the series, both consequences of the decay rate. The analysis of Chapter 4 determined that the coefficients $a_{k}(r)=O\left(k^{-2 r}\right)$ as $k \rightarrow \infty$. Lanczos' statements suggest, and numerical evidence supports, the slightly faster rate $a_{k}(r)=O\left(k^{-2 r-1}\right)$.

Closely related to this problem is whether convergence of the series can be extended from the region $\operatorname{Re}(z)>-r$ found here to $\operatorname{Re}(z)>$ $-r-1 / 2$ as claimed by Lanczos. If in fact $a_{k}(r)=O\left(k^{-2 r-1}\right)$ as $k \rightarrow \infty$, the proof of Theorem 5.1 would yield Lanczos' bound. Lanczos' claim of convergence on the larger region seems so matter of fact that it appears based on a simple principle, yet it is not clear what that is. The analytic properties of the function represented by $S_{r}(z)$, namely

$$
F_{r}(z)=\Gamma(z+1)(z+r+1 / 2)^{-z-1 / 2} e^{z+r+1 / 2}(2 \pi)^{-1 / 2},
$$

suggests that in a manner similar to the Landau-Pringsheim Theorem [1, p.237] for Dirichlet series, the abscissa of convergence can be extended left until the first singularity (which is not a pole) at $z=-r-1 / 2$ is encountered. Perhaps a similar principle is at play
here. In the end, the asymptotic behaviour of the $a_{k}(r)$ and consequent region of convergence of $S_{r}(z)$ is a minor problem since, for computational purposes, only convergence on $\operatorname{Re}(z) \geq 0$ is required, and this is guaranteed provided $r \geq 0$.

Also of more theoretical interest than practical is Lanczos' statement of the limit formula of Chapter 7. The proof there established the validity of the formula in the right-half plane $\operatorname{Re}(z) \geq 0$, while according to Lanczos the formula is valid for all $z \in \mathbb{C}$ away from the negative integers. His claim appears to be based on the asymptotic behaviour of the coefficients $a_{k}(r)$ as $r \rightarrow \infty$. Indeed, convergence of the series $S_{r}(z)$ extends further and further left in the complex plane as $r$ increases, but just how

$$
\begin{aligned}
& \lim _{r \rightarrow \infty} \sqrt{2 \pi}(z+r+1 / 2)^{z+1 / 2} e^{-(z+r+1 / 2)} \sum_{k=0}^{\infty} a_{k}(r) H_{k}(z) \\
= & 2 \lim _{r \rightarrow \infty} r^{z} \sum_{k=0}^{\prime}(-1)^{k} e^{-k^{2} / r} H_{k}(z)
\end{aligned}
$$

directly is not entirely clear.

### 11.2 Outstanding Questions Related to Error Bounds

The main shortcoming of the Lanczos gamma approximation is the lack of simple analytical error bounds on the resulting estimates. Instead, for each non-negative integer $n$ and $r \geq 0$, the properties of $\epsilon_{r, n}(z)$ as an analytic function of $z$ on $\operatorname{Re}(z) \geq 0$ furnish simple empirical (uniform) bounds which hold up when tested numerically. Nonetheless, to develop an effective algorithm, one would like an a priori bound on $\epsilon_{r, n}(z)$ as a function of its three parameters.

From the numerical evidence presented in Chapter 8 it is clear that given $n$ one should select $r$ carefully in order to optimize the uniform error bound. In all cases examined, setting $r$ equal the largest zero of $\epsilon_{r, n}^{\infty}$ results in uniform error bounds much improved on Lanczos' own estimates. Why is this so? It is not clear why this choice of $r$ should have such a dramatic effect on the uniform bound.

The nature of $\epsilon_{r, n}(z)$ as a function of $r$ with $z$ fixed (finite or infinite) is not well understood, except in the simple $n=0$ case of Section 10.3. There we saw it is possible in the case of real positive $z$ to select $r$ which makes $\epsilon_{r, n}(z)=0$, and consequently the approximation to $\Gamma(z+1)$ becomes exact. Empirical evidence suggests that this is true for values of $n$ greater than zero as well. Refer to Figure 11.1 for a plot of $\epsilon_{r, 2}(z)$, $-0.5<r<3,-0.5<z<3$ which shows several zeros of $\epsilon_{r, 2}(z)$ for each value of $z$. For $\operatorname{Re}(z)>-1 / 2$ and $n \geq 0$ a fixed integer, if $r(z)$


Figure 11.1: $\epsilon_{r, n}(z),-0.5<r<3,-0.5<z<3$
is defined to be a zero of $\epsilon_{r, n}(z)$, equation (10.5) and Figure 11.1 lead one to conjecture that $r(z)$ is a multivalued complex analytic function with number of branches equal to the number of zeros of $\epsilon_{r, n}^{\infty}$.

The data from Tables C. 1 and C. 2 suggests that neither the number nor the distribution of $\epsilon_{r, n}^{\infty}$ zeros follows a simple law. Even more perplexing is the striking similarity between the functions $\epsilon_{r, n}^{\infty}$ and $a_{n+1}(r)$ as illustrated in Figures 8.4, 8.5 and 8.6. This same behaviour was
found in all cases examined.

### 11.3 Conjectures on a Deterministic Algorithm

In this section a deterministic algorithm is proposed for calculating the gamma function using the truncated Lanczos formula. Here, a deterministic algorithm is one which, given $z$ with $\operatorname{Re}(z) \geq 0$ and $\epsilon>0$ as input, prescribes optimal $n$ and $r$ and computes $\Gamma(1+z)$ with relative error at most $\epsilon$. As noted, the Lanczos method lacks a simple functional relationship between the relative error $\epsilon_{r, n}(z)$ and the input parameters $n, r$ and $z$. Consequently, a deterministic algorithm is out of reach. Even if the $z$ parameter is removed from the requirement and we content ourselves with a uniform error bound, the problem is still difficult.

In the uniform case, however, the empirical evidence strongly suggests a simple deterministic algorithm. This evidence is the data of Tables C. 1 and C. 2 of Appendix C, and the Lanczos shelf phenomenon illustrated in Figures 1.5, 1.6 and 1.7 of Chapter 1. The similarity between Spouge's and Lanczos' methods noted in Section 2.6 would lead one to guess that the error estimates ought to be similar as well. In Spouge's method, calculating $\Gamma(1+z)$ with uniform relative error $\epsilon>0$ requires $O(-\log \epsilon)$ terms of the sum, as given by the bound (2.19). In the Lanczos case, a plot of pairs $\left(n,-\log M_{r(n), n}\right)$ from the tables of Appendix C shows a near perfect linear relationship; see Figure 11.2. A least squares fit of this data yields

$$
n \approx-2-0.3 \log M_{r(n), n}
$$

Thus given $\epsilon>0$, one should choose $n=\lceil-2-0.3 \log \epsilon\rceil$. The corresponding $r$ should then be chosen to be the largest zero of $\epsilon_{r, n}^{\infty}$, which is about size $n$. This choice of $r \approx n$ is consistent with shelf behaviour demonstrated in Figures 1.5, 1.6 and 1.7. In each case, the transition in decay rate of the $a_{k}(r)$ occurs at the shelf where $r$ is approximately equal to $n$.

Chapter 11. Conclusion and Future Work


Figure 11.2: Linear fit of $\left(n,-\log M_{r(n), n}\right), n=0, \ldots, 60$
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## Appendix A

## Preliminary Steps of Lanczos Derivation

Reproduced here is the circuitous sequence of steps Lanczos' uses to arrive at (3.4) beginning with (3.1.1).

From

$$
\Gamma(z+1)=\alpha^{z+1} \int_{0}^{\infty} t^{z} e^{-\alpha t} d t, \operatorname{Re}(\alpha)>0
$$

make the substitution

$$
\alpha=1+\rho z,
$$

where $\rho>0$. This gives

$$
\Gamma(z+1)=(1+\rho z)^{z+1} \int_{0}^{\infty}\left(t e^{-\rho t}\right)^{z} e^{-t} d t
$$

Next introduce the factor $(e \rho)^{-z}$

$$
\Gamma(z+1)=(1+\rho z)^{z+1}(e \rho)^{-z} \int_{0}^{\infty}\left(\rho t e^{1-\rho t}\right)^{z} e^{t} d t
$$

and make the replacement $v=e^{1-\rho t}$ to get

$$
\Gamma(z+1)=(1 / \rho+z)^{z+1} e^{-z-1 / \rho} \int_{0}^{e}[v(1-\log v)]^{z} v^{1 / \rho-1} d v
$$

Finally, let $r=1 / \rho-1$ to arrive at

$$
(z+r+1)^{z+1} e^{-(z+r+1)} \int_{0}^{e}[v(1-\log v)]^{z} v^{r} d v
$$

which is equation (3.4).

## Appendix B

## A Primer on Chebyshev Polynomials

The Chebyshev polynomials are a class of orthogonal polynomials (with respect to a certain inner product) which are very effective for approximation purposes. The literature on Chebyshev polynomials is vast, as is the multitude of identities and relationships concerning these objects. Stated here are the properties required in this work.

First, it should be noted there are several kinds of Chebyshev polynomials, appropriately named Chebyshev polynomial of the first kind, of the second kind, etc. The first two kinds are denoted $\left\{T_{n}(x)\right\}$ and $\left\{U_{n}(x)\right\}$; we will be concerned only with this first kind, which is the only polynomial solution for integer $n$ of the differential equation

$$
\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}-x \frac{d y}{d x}+n^{2} y=0
$$

The defining relationship for the $\left\{T_{n}(x)\right\}$ is

$$
T_{n}(x)=\cos (n \theta) \quad \text { where } \quad x=\cos \theta
$$

and where $x$ ranges from -1 to 1 as $\theta$ ranges from $\pi$ to 0 . The resulting graph of $T_{n}(x)$ oscillates between -1 to 1 and looks like a distorted version of $\cos (n \theta)$. The leading coefficient of $T_{n}(x)$ is $2^{n-1}$ and the function is even or odd according as $n$ is even or odd. The first few Chebyshev polynomials of the first kind are:

$$
\begin{aligned}
& T_{0}(x)=1 \\
& T_{1}(x)=x
\end{aligned}
$$

Appendix B. A Primer on Chebyshev Polynomials

$$
\begin{gathered}
T_{2}(x)=2 x^{2}-1 \\
T_{3}(x)=4 x^{3}-3 x \\
T_{4}(x)=8 x^{4}-8 x^{2}+1 \\
T_{5}(x)=16 x^{5}-20 x^{3}+5 x
\end{gathered}
$$

The family $\left\{T_{n}(x)\right\}_{n=0}^{\infty}$ is orthogonal with respect to the inner product

$$
\begin{equation*}
\langle f, g\rangle=\int_{-1}^{1} f(x) g(x) \frac{d x}{\sqrt{1-x^{2}}} \tag{B.1}
\end{equation*}
$$

and forms a basis for $\mathcal{L}_{2}[-1,1]$ with norm induced by the inner product. Further, if $f(x)$ is differentiable on $[-1,1]$, (one sided differentiable at the end points), then it is of bounded variation and may be written

$$
f(x)=\frac{c_{0}(r)}{2}+\sum_{n=1}^{\infty} c_{n}(r) T_{n}(x)
$$

where convergence of the series is uniform. The coefficients $c_{n}(r)$ are given by

$$
\begin{equation*}
c_{n}(r)=\frac{2}{\pi} \int_{-1}^{1} f(x) T_{n}(x) \frac{d x}{\sqrt{1-x^{2}}} . \tag{B.2}
\end{equation*}
$$

As an operational detail, take note that the family $\left\{T_{n}(x)\right\}_{n=0}^{\infty}$ is not an orthonormal set, but only orthogonal. The proper normalization is

$$
\left\{\frac{1}{\sqrt{\pi}} T_{0}, \sqrt{\frac{2}{\pi}} T_{n}(x)\right\}_{n=1}^{\infty}
$$

which must be taken into account for manipulations in the Hilbert space setting.

The link between Chebyshev and Fourier series is the transformation $x \rightarrow \cos \theta$. This transforms $f(x)$ into an even function of $\theta$ which can then be written as a Fourier cosine series.

As noted, there are many identities involving Chebyshev polynomials which follow from their interpretation as trigonometric functions. The important ones for our purposes are:

$$
\begin{equation*}
T_{2 n}\left(\sqrt{1-x^{2}}\right)=(-1)^{n} T_{2 n}(x) \tag{B.3}
\end{equation*}
$$
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and the trigonometric form

$$
\begin{equation*}
T_{2 n}(\sin \theta)=(-1)^{n} \cos (2 n \theta) . \tag{B.4}
\end{equation*}
$$

Finally, the following important property of $T_{n}(x)$ should be noted: Of all monic polynomials of degree $n$ on $[-1,1]$, the one with the least absolute deviation from zero is $T_{n}(x) / 2^{n-1}$. In this context, $T_{n}(x) / 2^{n-1}$ is the best approximation to the zero function on $[-1,1]$ by a monic polynomial of degree $n$.

Refer to [17], [18] and [22] for proofs and a thorough treatment of Chebyshev polynomials.

## Appendix C <br> Empirical Error Data

Tables C. 1 and C. 2 summarize the results of numerical investigations carried out on the relative error functions $\epsilon_{r, n}(z)$ and $\epsilon_{r, n}^{\infty}$. For each $n=0, \ldots, 60$, the number of zeros of $\epsilon_{r, n}^{\infty}$ were counted, and the largest and smallest zeros of were found to six decimals using a simple variation of the bisection method. These statistics are listed in the first four columns of the tables.

The last three columns of each table summarize data on the estimated maximum of $\epsilon_{r, n}(i t), 0 \leq t<\infty$ based on the theory of Section 8.5. For $r$ equal the largest zero of $\epsilon_{r, n}^{\infty}$, the maximum of

$$
\left|\epsilon_{r, n}(i t)\right|=\left|\sum_{k=n+1}^{\infty} a_{k}(r) H_{k}(i t)\right|
$$

was estimated using the first 5 and then 15 terms of the sum. These columns are labeled $M_{r(n), n, 5}$ and $M_{r(n), n, 15}$, respectively. In addition, the location of the maximum of $\left|\sum_{n+1}^{n+15} a_{k}(r) H_{k}(i t)\right|$ was determined; this data is in the last column labeled $t_{\text {max }}$.
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| $n$ | No. <br> Zeros | Smallest <br> Zero | Largest <br> Zero $r(n)$ | $M_{r(n), n, 5}$ | $M_{r(n), n, 15}$ | $t_{\max }$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 2 | -.223086 | .319264 | $5.9 \times 10^{-3}$ | $5.5 \times 10^{-3}$ | .88 |
| 1 | 4 | -.173495 | 1.489194 | $1.0 \times 10^{-4}$ | $1.0 \times 10^{-4}$ | 2.13 |
| 2 | 6 | -.151082 | 2.603209 | $6.4 \times 10^{-7}$ | $6.3 \times 10^{-7}$ | 4.27 |
| 3 | 8 | -.137917 | 3.655180 | $8.5 \times 10^{-8}$ | $8.5 \times 10^{-8}$ | 4.05 |
| 4 | 8 | -.129067 | 4.340882 | $4.3 \times 10^{-9}$ | $4.3 \times 10^{-9}$ | 5.05 |
| 5 | 10 | -.122605 | 5.581000 | $1.2 \times 10^{-10}$ | $1.2 \times 10^{-10}$ | 6.34 |
| 6 | 12 | -.117620 | 6.779506 | $2.7 \times 10^{-12}$ | $2.7 \times 10^{-12}$ | 7.88 |
| 7 | 14 | -.113619 | 7.879012 | $3.9 \times 10^{-14}$ | $3.9 \times 10^{-14}$ | 6.72 |
| 8 | 14 | -.110313 | 8.406094 | $6.9 \times 10^{-15}$ | $6.9 \times 10^{-15}$ | 9.23 |
| 9 | 16 | -.107519 | 9.656578 | $2.1 \times 10^{-16}$ | $2.1 \times 10^{-16}$ | 10.51 |
| 10 | 18 | -.105114 | 10.900511 | $6.1 \times 10^{-18}$ | $6.1 \times 10^{-18}$ | 11.83 |
| 11 | 20 | -.103013 | 12.066012 | $1.1 \times 10^{-19}$ | $1.1 \times 10^{-19}$ | 14.30 |
| 12 | 22 | -.101157 | 13.144565 | $5.2 \times 10^{-21}$ | $5.2 \times 10^{-21}$ | 12.38 |
| 13 | 22 | -.099499 | 13.726821 | $4.0 \times 10^{-22}$ | $4.0 \times 10^{-22}$ | 14.69 |
| 14 | 24 | -.098005 | 14.977863 | $1.2 \times 10^{-23}$ | $1.2 \times 10^{-23}$ | 15.98 |
| 15 | 26 | -.096650 | 16.209805 | $3.6 \times 10^{-25}$ | $3.6 \times 10^{-25}$ | 17.45 |
| 16 | 28 | -.095412 | 17.345444 | $3.1 \times 10^{-27}$ | $3.1 \times 10^{-27}$ | 23.47 |
| 17 | 30 | -.094275 | 18.399283 | $5.0 \times 10^{-28}$ | $5.0 \times 10^{-28}$ | 18.11 |
| 18 | 30 | -.093226 | 19.048512 | $2.5 \times 10^{-29}$ | $2.5 \times 10^{-29}$ | 20.16 |
| 19 | 32 | -.092252 | 20.298892 | $7.8 \times 10^{-31}$ | $7.8 \times 10^{-31}$ | 21.45 |
| 20 | 34 | -.091346 | 21.508926 | $2.1 \times 10^{-32}$ | $2.1 \times 10^{-32}$ | 23.40 |
| 21 | 36 | -.090499 | 22.618910 | $1.8 \times 10^{-34}$ | $1.8 \times 10^{-34}$ | 17.14 |
| 22 | 36 | -.089704 | 23.118012 | $5.2 \times 10^{-35}$ | $5.2 \times 10^{-35}$ | 24.34 |
| 23 | 38 | -.088958 | 24.370498 | $1.7 \times 10^{-36}$ | $1.7 \times 10^{-36}$ | 25.62 |
| 24 | 40 | -.088253 | 25.617904 | $5.2 \times 10^{-38}$ | $5.2 \times 10^{-38}$ | 26.97 |
| 25 | 42 | -.087588 | 26.798597 | $1.1 \times 10^{-39}$ | $1.1 \times 10^{-39}$ | 30.13 |
| 26 | 44 | -.086957 | 27.886311 | $3.6 \times 10^{-41}$ | $3.6 \times 10^{-41}$ | 24.97 |
| 27 | 44 | -.086358 | 28.440357 | $3.5 \times 10^{-42}$ | $3.5 \times 10^{-42}$ | 29.80 |
| 28 | 46 | -.085789 | 29.692534 | $1.1 \times 10^{-43}$ | $1.1 \times 10^{-43}$ | 31.09 |
| 29 | 48 | -.085246 | 30.931341 | $3.4 \times 10^{-45}$ | $3.4 \times 10^{-45}$ | 32.63 |
| 30 | 50 | -.084727 | 32.080670 | $4.4 \times 10^{-47}$ | $4.4 \times 10^{-47}$ | 39.41 |

Table C.1: Error Data, $n=0, \ldots, 30$
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| $n$ | No. <br> Zeros | Smallest <br> Zero | Largest <br> Zero $r(n)$ | $M_{r(n), n, 5}$ | $M_{r(n), n, 15}$ | $t_{\max }$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 31 | 52 | -.084232 | 33.145772 | $4.2 \times 10^{-48}$ | $4.2 \times 10^{-48}$ | 31.63 |
| 32 | 52 | -.083757 | 33.762726 | $2.4 \times 10^{-49}$ | $2.4 \times 10^{-49}$ | 35.27 |
| 33 | 54 | -.083302 | 35.014250 | $7.7 \times 10^{-51}$ | $7.7 \times 10^{-51}$ | 36.57 |
| 34 | 56 | -.082865 | 36.235367 | $2.2 \times 10^{-52}$ | $2.2 \times 10^{-52}$ | 38.65 |
| 35 | 58 | -.082445 | 37.356480 | $7.5 \times 10^{-55}$ | $7.5 \times 10^{-55}$ | 34.71 |
| 36 | 60 | -.082041 | 38.385241 | $3.8 \times 10^{-55}$ | $3.8 \times 10^{-55}$ | 38.30 |
| 37 | 60 | -.081651 | 39.085095 | $1.7 \times 10^{-56}$ | $1.7 \times 10^{-56}$ | 40.74 |
| 38 | 62 | -.081275 | 40.334630 | $5.3 \times 10^{-58}$ | $5.3 \times 10^{-58}$ | 42.09 |
| 39 | 64 | -.080912 | 41.529155 | $1.3 \times 10^{-59}$ | $1.3 \times 10^{-59}$ | 45.44 |
| 40 | 66 | -.080562 | 42.626437 | $2.7 \times 10^{-61}$ | $2.7 \times 10^{-61}$ | 36.11 |
| 41 | 66 | -.080223 | 43.154830 | $3.6 \times 10^{-62}$ | $3.6 \times 10^{-62}$ | 44.92 |
| 42 | 68 | -.079894 | 44.407411 | $1.2 \times 10^{-63}$ | $1.2 \times 10^{-63}$ | 46.21 |
| 43 | 70 | -.079576 | 45.651117 | $3.7 \times 10^{-65}$ | $3.7 \times 10^{-65}$ | 47.74 |
| 44 | 72 | -.079268 | 46.814382 | $6.2 \times 10^{-67}$ | $6.2 \times 10^{-67}$ | 54.32 |
| 45 | 74 | -.078969 | 47.889652 | $3.8 \times 10^{-68}$ | $3.8 \times 10^{-68}$ | 44.46 |
| 46 | 74 | -.078679 | 48.477371 | $2.6 \times 10^{-69}$ | $2.6 \times 10^{-69}$ | 50.39 |
| 47 | 76 | -.078396 | 49.729491 | $8.2 \times 10^{-71}$ | $8.2 \times 10^{-71}$ | 51.68 |
| 48 | 78 | -.078122 | 50.959691 | $2.5 \times 10^{-72}$ | $2.5 \times 10^{-72}$ | 53.73 |
| 49 | 80 | -.077855 | 52.092791 | $1.7 \times 10^{-74}$ | $1.7 \times 10^{-74}$ | 71.81 |
| 50 | 82 | -.077596 | 53.141340 | $3.8 \times 10^{-75}$ | $3.8 \times 10^{-75}$ | 51.74 |
| 51 | 82 | -.077343 | 53.799879 | $1.8 \times 10^{-76}$ | $1.8 \times 10^{-76}$ | 55.85 |
| 52 | 84 | -.077096 | 55.050733 | $5.8 \times 10^{-78}$ | $5.8 \times 10^{-78}$ | 57.19 |
| 53 | 86 | -.076856 | 56.257932 | $1.5 \times 10^{-79}$ | $1.5 \times 10^{-79}$ | 60.47 |
| 54 | 88 | -.076622 | 57.365268 | $1.8 \times 10^{-81}$ | $1.8 \times 10^{-81}$ | 44.65 |
| 55 | 88 | -.076393 | 57.869538 | $4.0 \times 10^{-82}$ | $4.0 \times 10^{-82}$ | 60.03 |
| 56 | 90 | -.076170 | 59.122331 | $1.3 \times 10^{-83}$ | $1.3 \times 10^{-83}$ | 61.32 |
| 57 | 92 | -.075952 | 60.369399 | $4.1 \times 10^{-85}$ | $4.1 \times 10^{-85}$ | 62.81 |
| 58 | 94 | -.075739 | 61.546699 | $8.5 \times 10^{-87}$ | $8.5 \times 10^{-87}$ | 68.92 |
| 59 | 96 | -.075531 | 62.631604 | $3.3 \times 10^{-88}$ | $3.3 \times 10^{-88}$ | 56.29 |
| 60 | 96 | -.075327 | 63.192152 | $2.9 \times 10^{-89}$ | $2.9 \times 10^{-89}$ | 65.50 |

Table C.2: Error Data, $n=31, \ldots, 60$


[^0]:    ${ }^{1}$ In fact, according to [21], $r$ should be chosen to be an integer, which need not be the case.

[^1]:    ${ }^{1}$ Whittaker and Watson [30] give 1814 as the date, however.

[^2]:    ${ }^{2}$ This result can be found as an exercise in [30, p.243]. For real $\alpha>0$ the result is elementary, however Lanczos makes no comment as to its validity for complex $\alpha$.

[^3]:    ${ }^{1} \overline{F_{r}(z) \text { is clearly identical to } S_{r}}(z)$. The use of $F_{r}(z)$ is meant to indicate that this quantity should be computed using the closed form (6.3).

[^4]:    ${ }^{1}$ Note that the formula is misstated in the review [29]. There the term $r^{z}$ is incorrectly stated as $r^{2}$.

[^5]:    ${ }^{1}$ In his paper, Lanczos uses $\gamma$ instead of $r$ to denote the free parameter appearing in the formula. The variable $r$ is used here to avoid confusion with Euler's constant.

[^6]:    ${ }^{2}$ The functions $\epsilon_{r, n}^{\infty}$ decrease rapidly with $n$, yet grow very quickly once $r \approx n$, and so to show the plots on a single set of axes the fifth roots of these functions are plotted.

[^7]:    ${ }^{3}$ For graphing purposes the $t$ range was truncated slightly before $t=1$, and so the vertical asymptotes associated with the ends of the troughs are not present in the plot.

[^8]:    ${ }^{4}$ Of particular interest is the $n=1$ case. In Lanczos' original paper [14] he remarks:

